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1 Introduction

CB: # 8_IAB_TopologyRedundancy

- QC

IAB-node to support F1-C and RRC signalling with the IAB-donor-CU through an NR access link with a separate gNB.

Same transport mechanism to be used for F1-C transport over the NR access link as defined for F1-C over LTE in Rel-16. 

IAB-node may concurrently use multiple IAB-MTs for the traffic exchange with the IAB-donor-CU.

IAB-node’s multiple IAB-MTs may connect to different parent nodes on BAP layer.

WA: BAP to support transport of the IAB-node’s F1-C traffic via its descendant nodes.

Inter-donor BH redundancy to be considered only for performance optimization of inter-donor IAB-node migration.

- AT&T

extend F1-C over X2 solution specified in Rel-16 to F1-C over Xn to provide FR1-based control plane robustness for SA-mode IAB nodes

- LG

Consider MR-DC option 7 as the dual connectivity scenario for IAB architecture enhancement.

On whether to support more than two parent nodes, the use case should be justified and RAN1/4 should be involved from IAB MT capability point of view.

For support of IAB topology with CP/UP Split, it is suggested to introduce the Xn signaling for MR-DC option 7, which is similar to EN-DC case, and NR RRC signaling to support F1-C delivery for and standalone case.

- ZTE

If F1-C traffic generated by IAB-DU is delivered to donor-CU via a non-BAP capable donor-DU, We should discuss how the F1-C traffic is transmitted via NR Uu interface and F1 interface

- E///

Agree the use of multiple MTs in an IAB node as a tool to enable topology redundancy

- Nok

Elaborate the options for NR DC with CP/UP split and assess their feasibility and benefits. If deemed useful, required specification changes should be analysed as potential candidate(s) for Rel.17 IAB enhancements.

Inter-CU Topology Redundancy shall be supported in both scenarios:

- IAB node is dual connected with 2 Donors

- IAB node is dual connected with 2 Donors, via a dual-connected parent node.

- HW (5295)

Topological redundancy for CP/UP separation is already supported in Rel-16 IAB, no further enhancement is expected

- HW (5296)

Routing redundancy enhancement, which allows IAB node rerouting upstream data through its child node with dual connection in case of BH RLF, should be considered in Rel-17.

Rel-17 IAB allows local re-routing in BH link for more cases (e.g. congestion mitigation, load balancing, etc.) in addition to BH RLF. 

Rel-17 IAB should support the inter-donor-DU re-routing, to support the data lossless when topology update.

- SS

to support the CP/UP separation, the Xn interface should be enhanced to allow 1) the F1-C traffic transfer via Xn interface, and 2) IABOtherInformation transfer via Xn interface for IP address request or reporting

Whether scenario 3&4 (F1-C via M-NG-RAN node (donor) + F1-U via S-NG-RAN node (donor), and vice versa) should be supported for CP/UP separation?

For NR-NR DC, discuss the transmission of F1-C/F1-U traffic via both legs.

Discussion on multi-connectivity support can be postponed.

- Intel

IAB node should always be allowed to select another BH link (if configured)

Add a data volume split threshold and data split ratio to the BH information IE

When an intermediate IAB node has two parents, discuss the following two options to split the data:

- Split the data at the intermediate IAB node

- Split the data at the access IAB node

Add another BAP routing ID to the BH information IE to support data splitting at IAB node 3 for the IAB network as shown in Figure 3. Along with a data volume splitting threshold and a data split ratio.

++ Suggested guidelines/topics for discussion from Chair (looking at possible consensus):

+ Anything that needs to be specified on top of Rel-16?

+ If so, according to most relevant use case(s), attempt to select only a very limited number of dual connectivity scenarios (ideally, a single one; e.g. Opt7?); Possible tools: multiple MTs? Multiple donors? F1-C over Xn? BAP enhancements (seem out of RAN3 scope?)?

+ Down-prioritize discussion on multi-connectivity

(Nok - moderator)

Summary of offline disc R3-205468
The discussion has two phases:

Phase 1: Enhancements to topological redundancy (including support of CP/UP separation)

Phase 2: TBD

The deadline for Phase 1 is Wednesday, August 19, 24:00 UTC. This allows us to discuss intermediate stage in Thu online session. We might be able to already achieve some agreements at this stage.

The deadline for Phase 2 is the same as for all email discussions, i.e., Tuesday, August 25, 1300 UTC. 

2 For the Chairman’s Notes

Propose the following:

Proposal 1:  RAN3 support Scenario 1 and 2 for CP/UP separation:

· Scenario 1: F1-C via M-NG-RAN node (non-donor node) + F1-U via S-NG-RAN node (donor node)

· Scenario 2: F1-U via M-NG-RAN node (donor node) + F1-C via S-NG-RAN node (non-donor node)

Following scenarios can be discussed later.

· 
Scenario 3: MCG for F1-C traffic, and SCG for F1-U traffic, and F1 is terminated at the Master IAB donor CU

· 
Scenario 4: SCG for F1-C traffic, and MCG for F1-U traffic, and F1 is terminated at the Secondary IAB donor CU

· 
Scenario 3A: MCG for F1-C traffic, and SCG for F1-U traffic, and F1 is terminated at the Secondary IAB donor CU

· 
Scenario 4A: SCG for F1-C traffic, and MCG for F1-U traffic, and F1 is terminated at the Master IAB donor CU
Proposal 2:  RAN3 analysis Scenario 1 and Scenario 2 for inter-Donor Topology Redundancy, with the principle that an IAB-DU only have F1 interface with one Donor-CU:

· Scenario 1: the IAB is multi-connected with 2 Donors. 

· Scenario 2: the IAB’s parent/ancestor node is multi-connected with 2 Donors. 

Proposal 3:  Routing Enhancement via descendant node can be discussed later or after RAN2 decision.

Proposal 4-1:  local re-routing scenario other than RLF can be discussed later or after RAN2 decision.

Proposal 4-2:  inter-Donor-DU re-routing can be discussed later or after RAN2 decision.

Proposal 5:  deprioritize Multi-Route Support with data split in IAB.

Proposal 6:  deprioritize Multi-MT Support.
3 Discussion

3.1 CP/UP Separation 

The purpose of CP/UP separation is robustness guarantee and latency reduction of control signaling. Multiple contributions ([1]

 REF _Ref48569254 \r \h [2]

 REF _Ref48569257 \r \h [3]

 REF _Ref48569259 \r \h [4]

 REF _Ref48569261 \r \h [6]

 REF _Ref48569267 \r \h [8]) proposed CP/UP separation, for example, CP is transmitted via FR1 and UP is transmitted via FR2. Contribution ([8]) described 4 scenarios:

· Scenario 1: F1-C via M-NG-RAN node (non-donor node) + F1-U via S-NG-RAN node (donor node)

· Scenario 2: F1-U via M-NG-RAN node (donor node) + F1-C via S-NG-RAN node (non-donor node)

· Scenario 3: F1-C via M-NG-RAN node (donor node) + F1-U via S-NG-RAN node (donor node)

· Scenario 4: F1-U via M-NG-RAN node (donor node) + F1-C via S-NG-RAN node (donor node)

· Scenario 5: F1-C via M-gNB-DU (non-BAP capable) + F1-U via S-IAB node/S-IAB-donor-DU
For Scenario 1 and 2, it may require changes similar to EN-DC, i.e. the Xn interface should be enhanced to allow 1) the F1-C traffic transfer via Xn interface, and 2) IABOtherInformation transfer via Xn interface for IP address request or reporting. ([1]

 REF _Ref48569254 \r \h [2]

 REF _Ref48569257 \r \h [3]

 REF _Ref48569259 \r \h [4]

 REF _Ref48569261 \r \h [6]

 REF _Ref48569267 \r \h [8]). 

For scenario 3 and 4, the F1-C traffic may not need to be transferred via the Xn interface, for example, the F1-C traffic uses the IAB’s IP address related to the other Donor-DU (i.e. different to the Donor-DU for F1-U), so the F1-C traffic is routed via that Donor-DU.

Q1: Please share your view on the scenario (e.g. whether consider it for Rel-17), and the impact to RAN3. 

	Company
	Comment

	Nokia
	We think 4 scenarios should be supported. (The first 2 scenarios may have higher priority). 

For Scenario 1&2, the impact to Xn interface is similar to EN-DC. 

For Scenario 3&4, the impact to RAN3 includes following aspects:

• Donor selection for an IAB node

• Possible conflict on BAP address and Routing ID

• IP address assignment

• Routing contribution and traffic mapping configuration

	QC
	Scenarios 1 and 2 are fine. It may be worth mentioning that F1-C uses an access link vs. F1-U using a backhaul link. Some specification work is needed to determine which of options 1 or 2 should be applied.

For scenarios 3 and 4, we need some clarification. There are two sub-options:

· A) F1-C routed over RRC of an access link.

· B) F1-C routed over backhaul BAP/IP layer.

Options 3A and 4A are pretty much like option 1 and 2 since it is irrelevant for the F1-C traffic if this gNB also has donor functionality, i.e. support BAP to the very same IAB-node (e.g. for userplane traffic). Specification effort should therefore be the same.

For options 3B and 4B, we would prefer to first discuss inter-donor connectivity (section 3.2) since this introduces a lot of issues.

	AT&T
	Scenarios 1 and 2 should be given higher priority over Scenarios 3 and 4. 

Scenarios 1 and 2 require relatively straightforward changes to the Xn interface that are very similar to the corresponding R16 EN-DC solution. Furthermore, Scenario 1 and 2 are more applicable to a scenario where the F1-C is transmitted on an FR1 band with better propagation characteristics (greater coverage and reliability) compared to FR2 bands.

	Samsung
	We agree to study the 4 scenarios. 

Scenario 1 & 2 are relatively clear, and the specification impact can take the EN-DC case as the starting point. 

Scenario 3 & 4 are considered since NR-NR DC is supported since Rel-15.  These two scenarios can be further clarified as:

· Scenario 3: MCG for F1-C traffic, and SCG for F1-U traffic, and F1 is terminated at the Master IAB donor CU
· Scenario 4: SCG for F1-C traffic, and MCG for F1-U traffic, and F1 is terminated at the Secondary IAB donor CU
Besides, we can have two additional scenarios:

· Scenario 3A: MCG for F1-C traffic, and SCG for F1-U traffic, and F1 is terminated at the Secondary IAB donor CU
· Scenario 4A: SCG for F1-C traffic, and MCG for F1-U traffic, and F1 is terminated at the Master IAB donor CU
For scenario 3A & 4A, the F1-C traffic is transmitted by the leg not associated with the F1 terminated node. Thus, the Xn interface should be enhanced to transmit the F1-C traffic, which has the same specification impact as Scenario 1 & 2. 

For scenario 3 & 4, the F1-C traffic does not need the transmission over Xn since the serving leg of F1-C traffic is the same as the F1 terminated node. Thus, F1-C traffic can be routed via the BAP layer. The issue we need consider is the F1-U traffic transmission in both scenarios, which can be covered in Section 3.2

	Huawei
	We understand that the motivation is to support the SA mode IAB node with F1-C over FR1 and F1-U over FR2. But we see this can already been supported in intra-CU deployment, i.e. in NR-DC within intra-CU, we can support FR1 BH and FR2 BH with R16 on different BAP path. So it should be clarified why do we need the inter-CU case, before we discuss the above scenarios.



	ZTE
	We should consider scenario 5, where an IAB node is configured with MCG operating in FR1 provided by a non-BAP capable gNB-DU and SCG operating in FR2 via an IAB-node/IAB-donor-DU. In this case, F1 interface needs to be enhanced.
Scenario 1 and scenario 2 seems reasonable. However, what is the benefit of scenario 3 and 4? 



	KDDI
	At least scenario 1 should be considered in Rel-17. We are not clear what is the difference between scenario 1 and scenario 2. 

	CATT
	Scenario 1 and scenario 2 should be discussed firstly. It similar as the EN-DC in Rel-16, the issues is how to transfer the F1-C traffic over Xn interface. 

Scenario 3 and scenario 4 is NR-DC scenario, the issues is how to transfer the F1-U traffic over Xn interface. But it should be clarified the different from R16 in intra-CU deployment is. For inter-CU case, the detail can be further discussed.

The siganlling procedure over Xn interface of Scenario 5 is not clear.

	LGE
	Scenario 1 and 2 are relatively clear, similar to EN-DC in Rel-16. Scenario 3 and 4 and their variance should be clarified further. 

	Intel
	Should focus on scenario 1 and 2 for now

	Ericsson
	Agree with CATT & LG comments that scenario 1 and scenario 2 are relatively clear and should be discussed first. Other scenarios need further discussion and can be down prioritized.

	Lenovo, Motorola Mobility
	Focus on Scenario 1 and 2. The use cases of scenario 3 an 4 need further clarification. 


Summary:

· 11 companies commented Scenario 1 and 2 should be discussed first. Other scenarios (e.g. Scenario 3, Scenario 4, or variation) can be discussed later. 

· 1 company questioned the scenario. 

· Considering the majority view, it is suggested to support Scenario 1 and 2, and other scenarios can be discussed later.

Proposal 1:  RAN3 support the scenario 1 and 2 for CP/UP separation:

· Scenario 1: F1-C via M-NG-RAN node (non-donor node) + F1-U via S-NG-RAN node (donor node)

· Scenario 2: F1-U via M-NG-RAN node (donor node) + F1-C via S-NG-RAN node (non-donor node)

Following scenarios can be discussed later.

· 
Scenario 3: MCG for F1-C traffic, and SCG for F1-U traffic, and F1 is terminated at the Master IAB donor CU

· 
Scenario 4: SCG for F1-C traffic, and MCG for F1-U traffic, and F1 is terminated at the Secondary IAB donor CU

· 
Scenario 3A: MCG for F1-C traffic, and SCG for F1-U traffic, and F1 is terminated at the Secondary IAB donor CU

· 
Scenario 4A: SCG for F1-C traffic, and MCG for F1-U traffic, and F1 is terminated at the Master IAB donor CU

3.2 Inter-Donor Topology Redundancy

Rel-16 only support intra-CU Topology Redundancy that both MN and SN belong to same IAB Donor. Contribution ([6]

 REF _Ref48569267 \r \h [8]) proposed inter-Donor Topology Redundancy, where the MN and SN belong to different IAB Donors. Two scenarios were proposed

· Scenario 1: the IAB is multi-connected with 2 Donors. 

· Scenario 2: the IAB’s parent/ancestor node is multi-connected with 2 Donors. 

· In both scenarios, an IAB-DU only have F1 interface with one Donor-CU, i.e. Donor1-CU in below example. (i.e. keep current F1 principle)

· Both Scenario 1 and Scenario 2 may be combined, i.e., the IAB-node may have redundant routes to another node via multiple parents
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Figure 2: Inter-CU Topology Redundancy Scenarios

Q2: Please share your view on the scenario (e.g. whether consider it for Rel-17), and the impact to RAN3. 

	Company
	Comment

	Nokia
	Both scenarios should be supported. Similar to CP/UP separation for Scenario 3& 4, the impact to RAN3 includes following aspects:

• Donor selection for an IAB node

• Possible conflict on BAP address and Routing ID

• IP address assignment

• Routing contribution and traffic mapping configuration

	QC
	This is a little more complicated. Let’s start with Scenario 1:

· IAB-MT is NR dual-connected to two donor CU-CP. Fine.

· IAB-DU: Does it have F1-C association with only one CU-CP or separate F1-C association with both CU-CPs? 

· If there are two F1-C connections, whose NCI would the IAB-DU broadcast to child node MTs and UEs? Can it transmit both? Would it also have to transmit different PCIs or could it be the same PCI for both NCIs? 

· Child nodes MTs and Ues: With which of the two IAB-donors do they have RRC connections? Presumably with the one whose NCI is broadcast. Could the child IAB-MT/UE be dual-connected to both donors via the same parent node which broadcasts two NCIs (and may be also two PCIs)?  

We propose the following as baseline:

· The IAB-DU can have two simultaneous F1-C connections, one to each donor. 

· The IAB-DU can only broadcast one NCI/PCI pertaining to one of the IAB-donors at a time.

· Child MTs and Ues are RRC connected to the IAB-donor whose NCI/PCI is broadcast by the parent node.

· NOTE: The IAB-node and its descendant nodes can still route traffic via both routes (yellow and blue). F1-U would terminate at the CU-UP(s) pertaining to the same CU-CP (as indicated in the figure for scenario 2).

What are the issues:

· IP management is not an issue since two IP donor-Dus are involved which use orthogonal IP address spaces. 

· BAP address space and BH RLC CH ID space do overlap, which is a problem and needs to be addressed.

· Resource allocation: Who coordinates the resources used on the parent links of the dual connected IAB-MT? Note that the resources of these two links also need to be coordinated with the two adjacent topologies!

· Topology adaptation: Who decides which IAB-node will be dual-donor connected and which donor will take MN vs SN role?

	AT&T
	These scenarios seem to be more useful at the boundary of areas served by two different donor Cus. The impact of supporting both Scenarios 1 and 2 in Q2, and Scenarios 3 and 4 in Q1 should be assessed before determining whether they should be supported in Rel-17.

	Nokia-2
	For QC comments

· Resource allocation: Donor1 request Donor2 to setup the BH RLC channel for leg#2. This may be similar to DC, but the difference is to setup BH RLC CH rather DRB. Some information needs to be exchanged over Xn interface. 

· Topology adaptation: some options: the node who terminates the F1-C have full control, IAB-DU always setup F1 with MN, etc. 

These are just some option. Other options can be further discussed. 

	Samsung 
	Both scenarios should be supported. One potential benefit is the load balancing if the MCG path (leg # 1 in the figure) is heavy loaded. 

In both scenarios, only one F1-C termination point is needed and it is aligned with legacy CU-DU split architecture. 

To support both scenarios, we agree Nok’s method, i.e., the leg#2 is configured to serve the BH RLC CHs of the F1-U traffic from the IAB donor CU1. The signaling over Xn is that the IAB donor CU 1 provides the UE DRB information to the IAB donor CU2, and as a response, the CU2 will provide the IP header information (i.e., DSCP/flow label) setting for DL traffic, and mapping information for the UL traffic. With the DRB information, the IAB donor CU2 can configure the BH RLC CH.  

	Huawei 
	We need to clarify the motivation for the inter-donor redundancy first. Is this for inter-CU migration?



	ZTE
	Generally, one DU is connected to one CU, and one DU may connect to two Cus with different PLMNs for RAN sharing scenario.  We think IAB should also follow the common architecture, i. e. one IAB node can only connect to one CU. In RAN sharing scenario, one IAB-node can be allowed to connect to two Cus.

	CATT
	We should support F1 dual connection in topology redundancy scenario. We can study the Scenario 1first. Then we can consider scenario 2. Whether the IAB node can recognize the both NCGI from donor cu1 and donor cu2 or only recognize one of them need further study.

	LGE 
	Both scenarios should be supported. 

	Intel
	As Qualcomm points out, some coordination are needed between the two Cus. Maybe one as primary with certain functionalities and the other one as secondaries with a subset of functionalities.

	Ericsson
	Both scenarios should be supported.

	Lenovo, Motorola Mobility
	The use cases need further clarification. We need to address the one DU connecting with two CUs issues firstly. There was long discussion in R15, it could be a little bit difficult to support one DU connecting with CUs. 


Summary:

· 5 companies proposed to support Scenario 1 and 2.

· 1 company commented to start with Scenario 1.
· 4 companies commented it is useful, or the detail need to be further studied. 
· 1 company questioned the scenario.
· It is suggested to have analysis on Scenario 1 and 2. 
Proposal 2:  RAN3 analysis Scenario 1 and Scenario 2 for inter-Donor Topology Redundancy:

· Scenario 1: the IAB is multi-connected with 2 Donors. 

· Scenario 2: the IAB’s parent/ancestor node is multi-connected with 2 Donors. 

3.3 Routing Enhancement via descendant node

Both Contribution ([1]) and ([11]) proposed redundancy via descendant node. For example, when IAB node 1 declares RLF with IAB donor, IAB node 1 can use the descendant node (i.e. IAB node y) for F1-C or F1-U. 
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Figure 1. Example for redundancy path relies on child node.
Q3: Please share your view on this scenario (e.g. whether consider it for Rel-17, whether it is only for F1-C, etc.), and the impact to RAN3. 

	Company
	Comment

	Nokia
	This may need some further investigation, for example, what is the difference to Rel-16, i.e. after IAB1 declares RLF, IAB1 reestablish RRC with IAB node Y?

	QC
	This should be supported. It is a trivial enhancement and can add robustness in case of RLF.

Most of the specification is already available in Rel 16 IAB:

1. Configuration is already provided by Rel-16 IAB. The “UL mapping” could hold a downstream next-hop node (IAB-node 1).

2. The routing entry could redirect downstream traffic back up (like IAB-node Y).

3. The detour route could be configured preemptively using a separate BAP routing ID.

4. IAB-node 1 can assign the detour path a lower priority (e.g. only used for backup). It knows about the U-turn in the path since the “UL-mapping” points downstream.

5. Selection of the backup detour path is triggered by RLF indication or RLF observation at parent-node link.

6. Local rerouting will be the same as in Rel-16 since it is only based on destination IAB-donor-DU BAP address, which is the same as before. 

What needs to be done is:

· Check all corner cases to avoid loop-free routing. This should be rather straightforward since the underlying structure is still a DAG.



	AT&T
	Redundancy via descendant node should be studied. In some topologies, connectivity via a descendant node may be the only possible path when an IAB node declares RLF with IAB donor.

	Nokia-2
	Need to clarify the difference to Rel-16, e.g. after IAB1 declare RLF, stop DU operation, initiates RRC reestablishment to IAB node y, Donor-CU configures the new route/path, then resume DU operation. So what is the difference to Rel-16?

	Samsung 
	We are not sure if it is really beneficial to go such direction in Rel-17. 

Such scheme brings a new packet routing method in IAB network. For example, as shown in above figure, the F1-C traffic is transmitted as:

IAB-DU@IAB node 1 ( IAB-MT@IAB node y ( IAB-MT@IAB node y ( IAB-DU @ IAB node 2

There is DL and UL switch at the same IAB-MT@IAB node y, which means that the IAB-MT part should transmit its DL packets via UL grant again. This is a new UE behavior, we need check with RAN2 (maybe RAN1 as well). 

In addition, this scheme also causes other impacts, e.g., routing, bearer mapping, flow control, etc. Thus, we need further investigation before identifying this as an essential feature for Rel-17.  

	Huawei
	This is beneficial for interruption reduction due to the BH RLF. 

Some clarification to address Nokia’s comments:

Using R16 solution, the IAB node 1 may connect to IAB node y when perform recovery, then the IAB node 1 connects IAB node y as a new child node, and as indicated in Nokia-2’s comments, the IAB node 1’s DU part should stop operation until the IAB-MT success RRC Re-establishment and obtain new BAP related configuration.

The difference from R16 RLF recovery is that the IAB1-DU does not need to stop operation during the IAB1-MT try recovery, or after recovery failure, since the link between IAB node 1 and IAB node y is still available, the DU part of IAB node 1 can continue packet transmission towards the IAB-donor using the green path via its child node, i.e. IAB node y.  The parent-child relationship of IAB node 1 and IAB node y will not change.

	ZTE
	If we use the descendant node for F1-C or F1-U, it would be very complex.  The mapping configuration needs to be configured to the descendant IAB nodes in advance or be updated.  But if RLF doesn’t occur at the parent IAB, the mapping configuration for the descendant will not be used.

	KDDI
	We are not sure the benefit of this enhancement

	CATT
	We think it can be supported. Base on the Rel-16 mechanism, we need to further discuss the enhancements, e.g., (re-)configuring routing table, continue transmission during BH RLF. 

We also think this issue should be discussed together with RAN2.

	LGE
	Further evaluation is needed to support it.

	Intel
	Interesting idea. But this add new functionalities to IAB-MT. Not only it has to route upstream data, but not it has to route downstream data. Agree with Samsung, RAN2 should take a look at it.

	Ericsson
	In general, we understand the motivation for the proposal. but further discussion is needed to evaluate the benefits. Furthermore, this is RAN2 domain.

	Lenovo, Motorola Mobility
	We are fine to study the proposal. Some special handling in BAP for rerouting is needed.


Summary:

· 5 companies proposed to support the scenario. 

· 1 company commented the impact to RAN3 is small.

· 7 companies questioned the scenario, and would further evaluate the benefit

· 4 companies commented this is RAN2 domain. 
· Considering the majority view, and the small impact to RAN3 and the major work should be done in RAN2, this scenario can be discussed later, or after RAN2 discussion.

Proposal 3:  Routing Enhancement via descendant node can be discussed later or after RAN2 decision.
3.4 Routing Enhancement via Different Donor-DU

In R16, the local re-routing decision is only allowed when the matched egress BH link is RLF. Contribution ([11]) proposed to allow local re-routing in BH link for more cases (e.g. congestion mitigation, load balancing, etc.) in Rel-17. 

Contribution ([11]) also proposed inter-Donor-DU Routing enhancement. 

NOTE: below example scenario only shows one hop, but the issue also applies to multi-hop. 
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Figure 2. Examples for changing connected IAB-donor-DU when topology update

Q4-1: Please share your view on local re-routing scenario other than RLF (e.g. whether consider it for Rel-17), and the impact to RAN3. 

	Company
	Comment

	Nokia
	Ok to study it, but this maybe RAN2 scope. 

	QC
	Local rerouting outside of RLF should only be supported if the node, that performs the local routing decision, has sufficient global knowledge. This ends up as a distributed routing problem. 

We don’t see any benefits. Proponents please indicate what the benefits are in absence of RLF.

	AT&T
	Local re-routing scenario other than RLF was discussed in RAN2 in Rel-16, but could not be agreed due to lack of time. Relatively simple enhancements to the routing table (such as adding a priority metric) can be made to enable local re-routing in scenarios other than RLF. Impact to RAN3 of such a solution will be limited to F1-AP specification to enhance the BAP routing ID. We believe that local re-routing for scenarios other than RLF can allow some local load balancing while still keeping the donor CU in control of overall routing and load balancing across the IAB network.

	Samsung
	We support to study the local re-routing other than RLF. One possible use case is the congestion mitigation. Specifically, when the IAB node receives the flow control information from its child node, which indicates the congestion, the IAB node can re-route the packets via alternative routing paths. 

	Huawei
	We support to study the local decision for re-routing other than RLF, since it is also beneficial for some other cases, e.g. congestion mitigation, load balancing. The details are most RAN2 territory, RAN3 can confirm this first and leave details discussed by RAN2.

	ZTE
	We think the local re-routing scenario is used in RLF, since the traffic can not be transmitted by the RLF link and the IAB can only use the configured candidate path. However, for the congestion mitigation or load balancing, the basic link can work, and the congestion can be mitigated by flow control or scheduling scheme. It is not necessary for re-routing to use the candidate path.

	KDDI
	we share the comment with QC, the current system is centralized, not distributed. We do not see any benefit of adding this function to the NW

	CATT
	We support to study the local decision for re-routing other than RLF, it also needs discussed in RAN 2

	LGE
	As in Rel-16, RAN2 involvement is needed. 

	Intel
	We think this is a good way to alleviate congestion.

	Ericsson
	We agree with QC comments. Also, we understand that this is RAN2 scope to discuss whether to use local re-routing for scenarios other than RLF.

	Lenovo, Motorola Mobility
	RAN2 issue.


Q4-2: Please share your view on inter-Donor-DU re-routing scenario (e.g. whether consider it for Rel-17), and the impact to RAN3. 

	Company
	Comment

	Nokia
	This scenario need input from operators. 

Intra-CU Inter-DU re-routing was discussed in Rel-16 and concluded, since operator want the Donor-DU to perform source IP address-based filtering and Donor-DU BAP address checking. Also, the transport routers between the Donor DU and CU may perform filtering and drop rerouted packets. Transport routers may be even more severe problem, since they may be operated by other operators. 

In case the Donor-DU is configured to not perform the filtering/checking, what are the other impact to RAN3?



	QC
	Inter-donor rerouting is useful in case the wireline network does not apply ingress filtering. This is up to operator configuration and implementation.

NOTE: This feature probably doesn’t require any specification effort. The CU can simply configure the same BAP address on various IAB-donor-DUs. This was proposed by Nokia in RAN2 during Rel-16.



	AT&T
	RAN3 should discuss solutions that enable inter-donor-DU re-routing while still allowing the donor-DU to perform source IP address assurance when needed. 

	Nokia-2
	Yes. We proposed in Rel-16, but it was concluded to not support it. The BAP ID check can be avoided, e.g. same BAP address on various IAB-Donor-Dus. The main point is IP address based filtering in Donor-DU, and the transport network that may belong to a different operator. 

Anyway, operator comment is welcome!

	Samsung 
	The scheme is unclear to us. Inter-donor-DU re-routing seems to indicate that the packets received by one donor DU are re-routed to another donor DU. This allows the communication between two different donor Dus. Is this allowed in current specification?

However, the above comments seem to talk about anchoring the IAB node’s traffic to an original donor CU when IAB node is switched to a new donor DU. If so, this may be related to the discussions on inter-CU migration or topology redundancy. 

So, before we study inter-donor-DU re-routing, we may need clarify the scheme first. 

	Huawei
	The inter-donor-DU rerouting is very important for packet loss recovery in case of inter-donor-DU (both intra-CU and inter-CU cases) topology update occurs. So we support to discuss such scenario in R17. The issues to be solved is the re-routed packets may be dropped due to source IP packet filtering.

	ZTE
	We think the inter-Donor-DU re-routing scenario can be supported in inter-Donor DU migration scenario, but some enhancements should be considered to solve the lossless transmission problem, e. g. the re-routing packets transmitted on the target path can be forwarded to the source Donor-CU by the target Donor-CU.

	KDDI
	It will take time to have IAB actually implemented. We could this situation later. 

	CATT
	Inter-Donor-DU re-routing can be supported in inter-Donor DU migration scenario, however, the different CU encryptions are different which need to be further discussed.

	Intel
	Agree with ZTE

	Ericsson
	We think that this issue is not essential and should certainly not be discussed at this stage.


Summary:

For Q4-1 local re-routing other than RLF:

· 4 companies commented the scenario should be supported.

· 4 companies questioned the benefit.
· 4 companies commented this issue should be discussed in RAN2, as in Rel-16 (i.e. the rerouting is defined in RAN2 spec)
· Considering the majority view, and the major work should be done in RAN2, the scenario can be discussed later or after RAN2 decision. 

For Q4-2 inter-Donor-DU re-routing scenario:

· 5 companies commented the scenario is useful.

· 1 company commented this may not require any specification work. 

· 2 companies commented the scenario need to be clarified. 
· 2 companies commented this scenario is not essential and can be discussed later. 
· Considering the small impact to RAN3 and the major work should be done in RAN2 (i.e. the rerouting is defined in RAN2 spec), the scenario can be discussed later or after RAN2 decision. 

Proposal 4-1:  local re-routing scenario other than RLF can be discussed later or after RAN2 decision.

Proposal 4-2:  inter-Donor-DU re-routing can be discussed later or after RAN2 decision.

3.5 Multi-Route Support

In current topology redundancy, the Donor-CU can configure one or more F1-U tunnel to use a specific route. Contribution ([10]) proposes to discuss the data splitting for a specific F1-U tunnel in the access IAB and intermediate IAB, for intra-Donor-DU scenario and inter-Donor-DU scenario.  It was proposed to consider following aspects

· Split the data at the intermediate IAB node

· Split the data at the access IAB node

It was also proposed to configure the IAB with a data volume split threshold and data split ratio to the BH information IE.

Q5: Please share your view on the scenario (i.e. intra-Donor-DU scenario and inter-Donor-DU scenario), and the impact to RAN3.

	Company
	Comment

	Nokia
	This may need to be further studied on the benefit. 

Current BH information IE can contain 2 Egress Links. It is up to Donor-CU to configure the IAB to use a specific egress link. With the proposal, the control is shifted to the IAB node, i.e. to decide which egress link is to be used. It seems that Donor-CU will lose the control. The Donor-CU has the better knowledge on the load of nodes and each route. 

	QC
	This feature would allow more fine-granular load-balancing. The benefit is questionable. 

Specification effort is rather straightforward and it could be donor controlled:

· The UL mapping for an GTP-U tunnel contains two BAP routing IDs together with a traffic split ratio. 

· In DL direction, the flow label could be mapped to two BAP routing IDs with a traffic split ratio. 

	AT&T
	In our view this issue was not studied sufficiently in Rel-16 to fully understand benefits.

	Samsung 
	 Before discussing the detailed solution, we may need further clarify the benefit first. 

	Huawei
	Agree with above companies, the benefits need to be clarified at first.

	ZTE
	It is better for CU to control routing because it is aware of the whole topology. The benefit of data split at IAB-node needs to be clarified.

	KDDI
	Share the comment with Huawei

	CATT
	Agree with above companies, the benefit is not clear. 

	LGE
	Benefit should be clarified.

	Intel
	As stated in our contribution, the benefit is the ability to split the UL data when data volume reaches a certain threshold. This allow the child node to take advantage of having two parent nodes. Thus alleviate congestion.

	Ericsson
	We don’t need any real benefit of splitting the data and would prefer not to pursue this in RAN3 but rather focus on other important issues.

	Lenovo, Motorola Mobility
	Share the comment with Huawei


Summary:

· 10 companies questioned the benefit, e.g. data splitting in IAB vs. donor-controlled method.

· 2 companies commented this scenario can be studied. 

· Considering the majority view, this scenario can be deprioritized.
Proposal 5:  deprioritize Multi-Route Support with data split in IAB.

3.6 Multi-MT Support

Contribution ([1]) and ([5]) proposed multi-MT support. An IAB node may host multiple IAB-MTs connecting with different parent nodes. 
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Figure 2: IAB-node supporting multiple parent links via separate IAB-MTs  

Q6: Please share your view on the scenario (e.g. whether consider it for Rel-17), and the impact to RAN3.

	Company
	Comment

	Nokia
	In Rel-16, RAN3 did not have further discussion on this scenario, due to RAN2 decision. So this needs to be first discussed in RAN2 (and maybe also in RAN1/4). 

	QC
	The baseline solution could be very simple and remain in RAN3 territory:

· The IAB-node holds two IAB-MTs based on implementation. 

· Each IAB-MT performs its own cell-selection and registration, has its own RRC connectivity, obtains its own BAP address, etc.

· The only necessary thing to be specified is topology discovery: The IAB-DU has to tell the CU that it is collocated with two rather than just one IAB-MT. For this, it includes two BAP addresses into F1 Setup message.



	AT&T
	During Rel-16 discussions, the multi-MT scenario was found to require significant coordination across different MTs, especially in the case where they are operating on the same frequency resources and subject to the Rel-16 TDM/half-duplex constraint at the physical layer of the IAB node. This issue should be discussed in RAN1 and RAN2.

	Samsung 
	We understand the intention of multi-MT is to support more routing paths. However, we are concerning the necessity, especially at this moment. In addition, this may need more work in RAN1 and RAN2, as commented as AT&T. 

In this sense, we can de-prioritize this at this stage. 

	Huawei 
	This has been discussed by RAN2 in R16, and leave to implementation. Considering the duplex constraint between IAB-MT and IAB-DU, the multiple MTs may need more coordination among multiple IAB-MTs, as well as the IAB-DU. In addition, this will also impact the BAP operation since the receiving BAP entity in IAB-DU need decides which MT should be chosen to forward an UL BAP data packets. This impact to be evaluated by RAN1, RAN2 and RAN4. Suggest to deprioritize this multiple MTs case.

	ZTE
	The necessity and advantage of the above solution need to be further studied. From the perspective of RAN1, IAB-node with multi-MTs will lead to the resource coordination problem between the co-located DU and multi-MTs. It should first be confirmed by RAN1, and then RAN3 discuss how to support it.

	KDDI
	We support to have discussion on this topic. But firstly, we may want to identity what is specified in 3GPP and what is left to implement.

	CATT
	Agree with Huawei.

	LGE
	RAN1/4 or RAN2 involvement is needed.

	Intel
	RAN4 should look at the RF requirement for multiple MT. How many MT(s) are allowed? What is the total transmission power restriction?

	Ericsson
	We support multi-MT for Rel-17 and can discuss whether RAN1/RAN4 involvement is needed for supporting multi-MT.

	Lenovo, Motorola Mobility
	Agree with Huawei.


Summary:

· 9 companies commented the scenario should be first discussed in other working groups (e.g. RAN1/4/2)

· 3 companies commented this can be discussed in RAN3. 

· 1 company commented the impact to RAN3 is small, i.e. the F1 SETUP REQUEST message need to include multiple BAP address.

· Considering majority view and the small impact to RAN3, this scenario can be deprioritized, or RAN3 discuss it when the scenario is confirmed in other working groups (e.g. RAN1/4/2)

Proposal 6:  deprioritize Multi-MT Support.

3.7 Any other issues

Description….
Q7: ...

	Company
	Comment

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	


4 Conclusion, Recommendations [if needed]

If needed
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