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1 Introduction

CB: # 9_IAB_CongestionMitigation

++ Suggested guidelines/topics for discussion from Chair (looking at possible consensus):
+ Clarify scenario: e.g. congested IAB node not covered by Rel-16 functionality

+ Possible tools: packet marking on BAP header; enhancing UP frame format / adding info (e.g. explicit congestion indication? receiving status per path? n. of marked bytes? highest PDCP PDU SN successfully received from parent? …) to feedback message, …

+ Whether to reuse same mechanism for UL?

+ Anything to be discussed w.r.t. CP aspects?

+ Attempt st2 TP
(E/// - moderator)

Relevant papers:

[1] R3-205225 Downlink End-to-End Flow Control in IAB Networks (Ericsson)
[2] R3-204868 Congestion Indication to CU-CP (AT&T)

[3] R3-205297 Discussion on IAB E2E flow control (Huawei)

[4] R3-204747 Enhancement to IAB DL Flow Control (Intel)

[5] R3-204798 IAB flow and congestion control enhancements (Qualcomm)

[6] R3-205416 Discussion on Congestion Mitigation in IAB (Samsung)

[7] R3-205169 Consideration on R17-IAB E2E flow control (ZTE)

2 For the Chairman’s Notes

TBW 
3 Discussion

Deadline for comments: Wednesday, August 19, 23:59 UTC.
3.1 The UP- and CP-based approaches to congestion mitigation
In the submitted contributions, two types of approaches are discussed:

· UP-based approach, where the information relevant for congestion mitigation is reported to the CU-UP using enhancements to F1-U signaling;

· CP-based approach, where the information relevant for congestion mitigation is reported to the CU-CP.

Papers [1], [3], [4], [5] and [6] discuss the UP-based approach while the CP-based approach is discussed in papers [2], [3] and [7]. 

Some contributions acknowledge that these two types of approaches are not necessarily mutually exclusive. For instance, the main anti-congestion measure taken in the UP-based approach is the reduction of sending rate of the CU-UP. Meanwhile, the anti-congestion measures taken by the CU-CP boil down to rerouting the traffic affected by the congestion.

Q1: Do you think that the CP- and UP- based approaches to congestion mitigation are mutually exclusive or complementary? Should they be discussed separately? 
	Company
	Answer

	Ericsson
	These two approaches are complementary, and they should be discussed separately.

The UP-based approach i.e. flow control is “the first line of defense” from congestion, causing the CU-UP to slow down the transmission.  In our view, the TS 38.425 enhancements for IAB should result in a proactive mechanism to prevent congestion from happening, which requires keeping the buffer/queue length in an optimal state. The UP-based approach is also commented in more detail in 3.2 below.
Regarding the CP-based approach, we think that these measures should kick in only if it becomes apparent that the UP-based measures do not give the expected result. There are at least two supporting reasons:

· Potential measures from CU-CP may include rerouting decisions and interventions on topology, with possible BH RLC channel reconfigurations. These measures introduce moderate to major reconfigurations in the network and should be taken only if necessary.

· The CP-based measures take time due to all inherent reconfigurations and cannot handle certain traffic scenarios efficiently, e.g. bursty traffic. It could be the case that when the CU-CP starts to act on the traffic based on such indication, the situation might have been changed. And as the traffic varies quickly over the time, letting the CU-CP to change the topology or routing path may not be the best solution in terms of system resource. 

In later stages, we are open to consider the CP-based approach. What corrective actions and how such actions should be taken by CU-CP when congestion happens needs to be considered. Depending on the ambition level, the scope of CP-based congestion control can vary a lot as well. 

	QC
	UP- and CP-based mechanisms should only be operated jointly if they have different control variables and operate on different time scales. E.g.:

· UP control mechanism adjusts throughput on short time scale

· CP control mechanism adjusts routes/topology on larger time scale

If both of them control the same variable, e.g. throughput, on comparable time scale they may create unexpected behavior, e.g. oscillations, etc.




3.2 The UP-based approach 
The common denominator of the proposed UP-based solutions is that the feedback is sent to the CU-UP. The following key issues can be identified, as discussed below.
Which node reports to the CU-UP? – for the UP-based approach, papers [1], [3], [5] and [6] propose reporting to the CU-UP from the *access node*, in line with the legacy flow control concept. Meanwhile, paper [4] proposes that an *intermediate* node for a DRB sends the report to the CU-UP.

Q2-1: Which node should send the report to the CU-UP?

	Company
	Answer

	Ericsson
	Only the access node for the DRB should report to the CU-UP. 
Moreover, there are some uncertainties in sending the report from intermediate node.

It’s not feasible for an intermediate node to know which CU-UP to report the congestion to, since an intermediate node only sees BH channels, where each BH channel may serve many DRBs which may originate from various CU-UPs. Furthermore, the intermediate node may not even have a security association to all the CU-UPs serving the traversing traffic for the node. Finally, even if we report to the CU-UP that a BH RLC channel or a link is congested, what should the CU-UP do with this information? A CU-UP knows nothing about BH RLC channels. 



	QC
	Agree with Ericsson. Only the access node for the DRB should report to the CU-UP
The intermediate does not have insight into the F1-U’s carried in a BH RLC Channel. It may not have IP connectivity to the corresponding CU-UP, it further may not have a security association with this CU-UP.  

	
	


What is reported to the CU-UP?
Papers [1] and [5] propose reporting over UP based on packet marking at intermediate nodes. As explained in [1], the access node then reports to the CU-UP the volume of marked bytes received for the DRB, since the last DDDS was sent. 
Paper [2] proposes that the access node reports the highest NR PDCP PDU SN successfully received from the parent node.
Paper [4] proposes that the intermediate node sends a congestion indication.

Paper [6] discusses the new potential IEs proposed by various companies in Rel16, re-proposed in Rel17:

· Received data volume [6];

· Receiving data rate [6];

· Highest received NR PDCP PDU SN from parent node [3];

· Volume of marked bytes [1].
Q2-2: What should be reported to the CU-UP?

	Company
	Answer

	Ericsson
	Our preferred approach is to execute BAP header packet marking of packets that experience, at intermediate nodes, a buffering delay larger than a certain threshold. The volume of marked bytes is then reported in the DDDS to the CU-UP. The IAB-donor CU can then throttle the flows pertaining to the marked packets. A single bit in the BAP header may be sufficient for the marking. 

We believe that this mechanism will prevent the congestion from occurring at the first place, by preventing the buffer queues at intermediate IAB-nodes to grow large. And in the context of flow control in multi-hop IAB networks, it is crucial to throttle only the end-to-end flows that are contributing to the queue build-up, rather than throttling all end-to-end flows traversing or terminating at the IAB-node. 

In summary, the benefits are:

· Prevents congestion from occurring at the first place, thus avoiding packet dropping;

· Simplicity;
· Small extra signaling overhead;
· The solution targets the flow that contribute to congestion, no impact on other flows,
Regarding the reporting of Highest received NR PDCP PDU SN from parent node ([3]) it is not very indicative of an increasing trend in packet delay, which is an early sign of congestion. The motivation for this proposal is also unclear. It is claimed that the intention is to show the status on the intermediate (i.e. BH) links on the way to the access IAB-DU. However, in the current TS 38.425, there already exists a mechanism that indicates the status on the TN – this mechanism is based on the NR-U SN. Using the PDCP SN for the same purpose would be redundant and it would break the existing principle of reporting the TN status via NR-U SN.

Some additional clarifications are necessary for the use of Received data volume and Receiving data rate, but we can take this in the continuation of the discussion.

	QC
	RAN3 should not reinvent congestion control. There have been decades of research in that area. 

Presently, DDDS reports “lost packets” which can be used, e.g., for TCP-like congestion control including SACK (RFC 2018) or TCP friendly congestion control (RFC 5348). As Ericsson pointed out, it has been recognized that these methods rely on packet loss. The IETF introduced ECN to TCP/IP which aims to avoid packet loss by adding packet markings on IP layer and providing E2E feedback on TCP layer. RFC 8087 describes the benefits.
We could include an equivalent mechanism into BAP and F1UPP. 

It is no clear how any of the other solutions above promise improvement. Proponents are asked to provide pointers to the literature where the benefits are discussed.


	
	


DDDS to be enhanced or a new PDU type to be defined in 38.425?

Paper [4] proposes to introduce a new PDU type in TS 38.425, while papers [1], [3], [5] and [6] propose to enhance the DDDS. 
Q2-3: Should RAN3 define a new PDU type for IAB DL e2e flow control or should the DDDS be reused?

	Company
	Answer

	Ericsson
	We think that the IEs necessary for IAB e2e flow control can be included in the DDDS and there is no need for a new PDU type.

	QC
	We agree with inclusion of inclusion of E2E flow control into DDDS.
However, it may be a little early to get into this level of detail.

	
	


3.3 The CP-based approach
Papers [2], [3] and [7] discuss the CP-based approach. A common denominator of the proposals is that congestion is indicated to the donor CU-CP by an intermediate IAB node. In addition. paper [3] proposes that the parent node of congested BH link can report congestion status or link load to donor CU-CP with per child link level, and proposes GNB-DU STATUS INDICATION in F1-AP can be taken as baseline, with enhancement of supporting per child link overload status reporting. Paper [7] proposes that both the donor CU-UP and an intermediate IAB node can report congestion to the donor CU-CP.
Q3-1: Should the CP-based approach be supported?
Q3-2: What should be reported to the CU-CP?
	Company
	Answer

	Ericsson
	Q3-1: We are open to that, but after we have finalized the UP-based approach.  If necessary, we can take the CP-based congestion control discussion in later stages.
Q3-2: What corrective actions and how such actions should be taken by CU-CP when congestion happens all needs to be considered. Depending on the ambition level, the scope of this part can vary a lot as well.

	QC
	Q3-1: CP-based congestion reporting should be supported. However, this should not be congestion control in the conventional manner, i.e., the CU-CP should not use this feedback to adjust rate at the CU-UP since this would create conflicting interaction with DDDS-based congestion control.

Q3-2: E.g. relative buffer load. This needs more discussion. 


3.4 Uplink flow control

Papers [5] and [7] discuss the introduction of UL flow control for the sake of IAB. 
Q5: Should uplink congestion control, or specifically DDDS-equivalent for the UL, be discussed by RAN3?
	Company
	Answer 

	Ericsson
	No. 
We are against introduction of UL e2e flow control. RAN3 has on several occasions decided not to specify the UDDS by concluding that the UL grant-based mechanism is sufficient and that the cost of introducing an UL flow control machine in every DU outweighs the claimed benefits. 
Moreover, it does not make sense to use UDDS in IAB – if we define the UDDS, the CU-UP will report losses to IAB node, and what can IAB node do against congestion? It cannot do rerouting (only donor can do that), so only scheduling remains, but scheduling adjustment is already there today.

	QC
	We need to support F1-U SNs and “lost packet” reporting for packet recovery on the UL during topology adaptation. It is up to the implementation to also use this reporting for congestion control, i.e., if to adjust throughput based on the “lost packet” report.


3.5 Regarding the proposals not captured in this SoD
All the proposals not captured in the above questions are regarded by the rapporteur as non-essential for the initial discussion and should be discussed at a later stage.
4 Conclusion, Recommendations 
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