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1 Introduction

CB: # 10_IAB_MultiHopPerf

- CATT

Which information needs to be provided to donor CU or parent IAB node‎ to assist the fairness scheduling can be further studied.

‎The enhancements to improve the multi-hop QoS or reduce the latency can be further studied, including cell re-selection, path selection method and so on.

‎The enhancements on end-to-end‎ flow control mechanism can be further studied.

‎The enhancements on routing mechanism‎ can be further studied, including local re-routing, path priority and so on.

- QC

Support topology-wide fairness for 1:1 and N:1 bearer mapping.

Support topology-wide fairness based on actual and average number of DRBs carried in the BH RLC channel.

Support topology-wide fairness via the number of DRBs carried in the BH RLC (re-)configuration on IAB-DU and IAB-donor-DU.

- ZTE (5168)

Considering the multi-hop delay of IAB network, it is suggested to discuss the following enhancements: 1) discard mechanism for intermediate IAB node to discard the packet delayed more than PDB; 2) latency aware routing mechanism to select the routing path that satisfy the PDB requirement. 

Support the packet discard operation at BAP entity of IAB node. 

Both IAB MT and DU could be configured with discard timer associated with BH RLC channel for UL and DL backhaul traffic respectively. 

To support the latency aware routing, it is necessary for IAB node to measure and report the one hop latency per BH RLC channel to donor CU. 

Donor CU may estimate the accumulated latency for different routing paths based on the one hop latency per BH RLC channel report and (re-)configure appropriate routing path for DL/UL backhaul traffic. 

Discuss whether to support the latency aware packet re-routing.

- ZTE (5170)

It is not necessary to introduce fairness enhancement for 1:1 mapped BH RLC channel.

To solve the fairness issue for N:1 mapped BH RLC channel with non-GBR type, it is suggested that the QoS information of QoS flows mapped to the BH RLC channel is delivered from donor-CU to IAB-DU/donor-DU.

- SS (5417)

to reduce the configuration latency, UE Context Modification Request/Response message for the IAB-DU part of an IAB node can include the RRC messages configuring the collocated IAB-MT.

It is beneficial to identify the retransmitted packets over each intermediate node and then prioritize their transmission.

IAB donor CU can configure the DSCP/flow label value applicable for retransmission packets to the IAB donor DU

BAP header can include the retransmission flag.

- SS (5418)

to support PDCP duplication, the IAB-DU can be configured to be aware of the BH RLC CHs serving the DRB with PDCP duplication.

for resource efficiency, the IAB donor CU can configure different number of copies over BH links and accessing links to support PDCP duplication.

++ Suggested guidelines/topics for discussion from Chair (looking at possible consensus):

+ Clarify issue to be addressed, e.g. topology-wide fairness? …

+ Possible parameter(s) to be monitored: n. of DRBs per BH RLC channel? Latency? Lost/retransmitted packets? … (could be left to implementation?)

+ 1:1 vs. N:1 mapping: any difference in this respect?

+ Information to be provided over F1AP?

+ Attempt st2 TP

(CATT - moderator)
Summary of offline disc R3-205470
Please comment before the Thursday, Aug. 20, 0000 UTC
2 For the Chairman’s Notes

Propose the following:

Propose to capture the following:

3 Discussion 
At RAN#86 meeting, a new WI “Enhancements to IAB for NR” was approved. One of the objectives is to specify the enhancements on topology, routing and transport as following.
Topology, routing and transport enhancements [RAN2-led, RAN3]:‎

•
Specifications of enhancements to improve topology-wide fairness, multi-hop latency and congestion ‎mitigation ‎

In this paper, it’s summarized the scope and related aspects on the multi-hop performance, including QoS, latency and fairness based on the companies’ inputs. 

3.1 Potential issues to be addressed
3.1.1 Issue1: Fairness enhancement
In [1], it’s mentioned that the QoS of BH RLC channel is essentially the same with UE DRB in each hop. Therefore, it is not necessary to introduce fairness enhancement for 1:1 mapped BH RLC channel [1]. However, there is a proposal that the scheduler does not know if 1:1 or N: 1 bearer mapping is applied to the BH RLC channel. Company proposals to support topology-wide fairness both for 1:1 and N: 1 bearer mapping [2]. It’s suggested to discuss whether 1:1 or N: 1 bearer mapping or both can be considered to enhance the scheduling fairness.
Question 1: Which cases need to be studied on fairness enhancement?
· Case 1: 1:1 mapped BH RLC channel
· Case 2: N: 1 mapped BH RLC channel
· Case 3: Others (if selected, please provide the details)
· No need to study fairness enhancement for any case
	Company
	Answer
	Comment

	Samsung
	Case 1 + Case 2
	At this moment, we think both 1:1 and N:1 mapping are in the scope of the fairness enhancement. 

· From topology point of view, the fairness may need take the number of hops into account. Meanwhile, since the PDB requirement of each DRB is satisfied by several hops, the accumulated latency along the routing path may be helpful for each node to perform scheduling. These two aspects are applicable for both 1:1 and N:1 mapping. How to consider these two aspects (implementation or need some enhancements) need further discussion 
· For N:1 mapping, we need consider two kinds of fairness:

· Fairness among different BH RLC CHs. The BH RLC CH QoS is a reflection to the QoS of the aggregated DRBs. In general, the DRBs aggregated into the same BH RLC CH have the similar QoS requirement over such channel, and IAB donor CU will set the QoS parameters by considering the aggregated DRBs.  For example, the GFBR can be the summation of the aggregated DRBs. Thus, to some extent, the QoS parameters of the BH RLC CH will help the scheduler to do fair scheduling among different BH RLC CHs. [2] proposed to include the number of aggregated DRBs, the simulation results show some benefits. We can further discuss this together with other potential enhancements on fairness. 
· Fairness inside one BH RLC CH. In a BH RLC CH, the DRB QoS satisfied by it may have some difference. Thus, the fairness among those DRBs may also need some discussions. To help the fair scheduling, the required QoS of each aggregated DRB, referring to such BH RLC CH, can be provided when configuring the BH RLC CH. This information can help the resource reservation (similar to legacy CU-DU case, i.e., the QoS flow QoS is provided together with DRB QoS); on the other hand, since the IAB node can only see the BAP header, the BAP routing ID for each DRB can be provided together with the DRB QoS so that the IAB node can identify the QoS requirement w.r.t different routing path, when performing the scheduling. 

	QC
	Case 1 + 2
	The scheduler on the intermediate node needs to know what the BH RLC channels contains. Presently, it doesn’t know if the BH RLC CH is 1:1 or N:1 mapped, and if it is N:1 mapped it doesn’t know what N is. The CU has no idea what the scheduler does if it configures a BH RLC CH.
Specification effort is minor, e.g., add some indicator to BH RLC CH configuration.

We disagree on Samsung’s comments:

· Fairness among BH RLC CH: The intermediate node scheduler presently has no clue about GFBR.
· Fairness within BH RLC CH: If CU wishes that the scheduler can differentiated among DRBs contained in a BH RLC CH, it should configure dedicated BH RLC CH. This is why we support 64k BH RLC CHs. 
Topic-wise, this is a RAN2 issue. If RAN3 agrees that there is an issue we could ask RAN2 to discuss it.


	AT&T
	Case 1 & 2
	Both cases need to be studied before determining what fairness enhancements should be specified. Also, as commented by QC already, this is a RAN2 issue so should also be discussed in RAN2. 

	
	
	


3.1.2 Issue2: Reduce the configuration latency
In [3], it’s proposed to reduce the configuration latency. The UE Context Modification Request/Response message for the IAB-DU part of an IAB node can include the RRC messages which are used to configure the collocated IAB-MT in BH RLC CH Configuration procedure. It can reduce the signaling overhead and speed up the configuration of the DRB at the UE side. It’s suggested to discuss whether it is necessary to study to reduce the configuration latency and the related optimization aspects.
Question 2: Is it necessary to reduction of the configuration latency, e.g., including the RRC messages in UE Context Modification Request/Response message?
	Company
	Answer
	Comment

	Samsung
	Yes
	IAB forms the multiple-hop network, which brings the impacts to RAN side performance compared to the legacy one-hop network. Such impact includes both control plane and user plane. 
Although Rel-16 defines to configure dedicated BH RLC CHs for the control signaling transmission, the multi-hop property of IAB cannot be ignored. This aspect, on one hand, can reduce the configuration latency; on the other hand, it can reduce the signaling load over the IAB network. 



	
	At later stage
	The main benefit is the reduction of signaling load. This is not critical. We could consider this at a later stage of the WI.

	AT&T
	Yes
	Solutions to reduce configuration latency and signaling load should be studied as they can improve the IAB network’s ability to respond to changes in network conditions and improve performance. 


Question 3: If answer to Q2 is yes, which option(s) can be considered to reduce the configuration latency?

· Option 1: Include the RRC messages in UE Context Modification Request/Response message

· Option 2: Others (if selected, please provide the details)
	Company
	Answer
	Comment

	Samsung
	Option 1, others are not precluded
	 As mentioned in our contribution, option 1 can reduce the control signaling load and latency when configuring an DRB at the accessing IAB node. Meanwhile, the specification impact is minor. 
On the other hand, we are open for other potential enhancements w.r.t. control plane latency reduction. 

	QC
	Do not discuss now
	We should not have this discussion at the present point in the WI.

	AT&T
	
	It may be premature to decide which option can be considered since there is currently only one option proposed so ar. If majority companies agree in response to Question 2 that this topic should be studied, additional proposals should be considered before deciding.


3.1.3 Issue3: Retransmission enhancement

In IAB network, with N: 1 mapping, a BH RLC CH may aggregate several UE DRBs. Without differentiation of retransmitted packets, each packet will be treated in the intermediate node as the normal packet following FIFO way. Thus, when a retransmitted packet arrives at the intermediate node, there may be several packets with different destination nodes already in the buffer. In this case, the transmission of the retransmitted packets will be further delayed over the BH link. It is beneficial to identify the retransmitted packets over each intermediate node and then prioritize their transmission [3]. It’s suggested to first discuss whether it is necessary to study on retransmission enhancement for ‎1:1 mapped BH RLC channel or N: 1 mapped BH RLC channel or other cases.
Question 4: Which cases need to be studied on ‎retransmission enhancement?
· Case 1: 1:1 mapped BH RLC channel
· Case 2: N: 1 mapped BH RLC channel
· Case 3: Others  (if selected, please provide the details)
· Case 4: No need to study ‎retransmission enhancement in any case
	Company
	Answer
	Comment

	Samsung 
	Case 1 + Case 2
	Packet retransmission is inevitable in the legacy wired-line network. In IAB, wireless link may cause more packet loss and the resultant packet retransmission in several cases, e.g., IAB node congestion, radio link outage/failure, IAB node migration, etc. Due to the visibility of BAP layer only, the intermediate node cannot be aware of the retransmitted packets, which results in that all the packets over the wireless BH links are treated as the normal packet. This is applicable for both 1:1 mapping and N:1 mapping. Thus, there is no need to differentiating the mapping method. 

	QC
	Case 4
	Nothing should be studied. 

The problem is relevant. The solution is already available and can be provided based on implementation. 

The solution is: reorder packets at the intermediate nodes based on their ARQ SNs before re-sequencing them in the egress buffer. 

	AT&T
	Case 4
	Agree with QC


In [3], it is proposed to add retransmission flag in the BAP header of each retransmitted packet. So, the receiving node can prioritize this packet operation. Meanwhile, for the DL packet, the donor DU needs to identify the transmitted packet in order to add the flag. Since the IAB donor DU can only see the IP header information. Thus, it is better to include retransmission flag in the IP header. One option is to use DSCP/flow label. Specifically, IAB donor CU can configure the value of DSCP/flow label applicable for the retransmitted packet. It’s suggested to further discuss the detail aspect on retransmission enhancement.
Question 5: If it’s agreed to study on ‎retransmission enhancement, how to identify retransmitted packets?

· Option 1: Configure the DSCP/flow label value applicable for retransmission packets
· Option 2: Include the retransmission flag in BAP header
· Option 3: Others (if selected, please provide the details)
	Company
	Answer
	Comment

	Samsung 
	Option 1 + Option 2 
	Option 1 is to help the IAB donor DU to identify the retransmitted packets, and add the retransmission flag in the BAP header, while option 2 is to help the intermediate node to identify the retransmitted packets. 

	QC
	Option 3
	Options 1 and 2 do NOT work.  Example: 

· Initial packet stream 1, 2, 3, 4, 5

· Packet 3 gets delayed: 1, 2, 4, 5, 3 

· Without SN, it may be passed up too far ahead: 3, 1, 2, 4, 5
What we need is reordering based SNs. These SNs are already included in RLC header.

	
	
	


3.1.4 Issue4: Cell re-selection

In [4], it’s proposed that IAB node can perform cell re-selection to reduce the multi-hop latency, e.g., to reduce the number of hop between the IAB node and donor CU. In R16, the donor CU can control the topology of IAB node by implementation. Besides that, it’s suggested to further discuss whether it is necessary to enhance IAB node cell re-selection procedure to reduce the multi-hop latency, e.g., based on CHO mechanism, the IAB node can trigger its cell re-selection due to the number of hop.
Question 6: Is it necessary to enhance IAB node cell re-selection procedure to reduce the multi-hop latency? If yes, please provide the aspects on enhancement.
	Company
	Answer
	Comment

	Samsung 
	Maybe start from RAN2 first
	 Cell re-selection is a useful tool to help the IAB node select a suitable parent node. However, it seems to be in RAN2 scope. 
One point we want to mention is that, the latency does not have a close relationship with the number of hops. For example, a 4-hop path may have smaller latency than 2-hop path since the former may have very good channel conditions. Thus, we cannot simply perform cell re-selection according to the number of hops. 

	QC
	No
	 The donor is the topology-determining entity. It is not a good idea to have two independent entities competing on how the topology should look like.

Presently, the IAB-node only selects its parent node during cell integration and at RLF recovery. At these times, it should ensure that it gets good control plane connectivity, so that the CU can perform proper topology reconfiguration. The existing cell-selection procedures are therefore fine.

	AT&T
	Maybe, but need to discuss in RAN2 first
	We believe there is value in topology-aware and service-aware cell association. This is discussed further in the context of access UEs in R2-2006961. However, it is possible that there could be benefits of topology-aware association for IAB nodes as well. This should be studied in RAN2. Also, such enhancements could be designed to keep the donor as the topology-determining entity.  


3.1.5 Issue5: Discard mechanism
In [5], it’s proposed to consider the discard mechanism for intermediate IAB node to discard the packet delayed more than PDB, and support the packet discard operation at BAP entity of IAB node. The PDB associated with BH RLC channel is defined the upper bound that a packet may be delayed between the gNB-DU and its child IAB-MT. It’s suggested to discuss whether it is necessary to discussed discard mechanism in the IAB and the detail mechanism.

Question 7: Is it necessary to discuss discard mechanism in the IAB? If yes, at which layer packet discard operation can be performed?

	Company
	Answer
	Comment

	Samsung 
	See comments … 
	This discard mechanism seems to be in RAN2 scope.
Our initial understanding is that the current discard scheme in PDCP and RLC layer can achieve the similar effect as the one proposed in [5]. Thus, we may need figure out the problem which cannot be solved by the existing scheme first.


	QC
	See comment
	This should be discussed together with improvements to multi-hop latency as discussed in [5]. 

	AT&T
	See comments
	It’s not clear what benefits another discard mechanism at BAP entity can provide beyond what is already supported at the RLC and PDCP layers. In any case, this seems to be a RAN2 issue.


To be specific, IAB MT could be configured with discard timer associated with BH RLC channel for UL backhaul traffic. When IAB MT receives the data packet from upper layer or child IAB node, IAB MT could start a discardTimer associated with this data packet. Suppose the data packet has not successfully transmitted to parent IAB node when the discardTimer expires, the BAP entity shall discard the data packet. In addition to the data packet discard operation for UL backhaul traffic, the packet discard operation for DL backhaul traffic may also be considered [5].

Question 8: If the packet discard operation is performed at BAP layer, is it necessary to support both IAB MT and DU configured with discard timer associated with BH RLC channel for UL and DL backhaul traffic respectively?

	Company
	Answer
	Comment

	Samsung 
	See comments 
	 If the proposed discard scheme is acknowledged, BAP layer is a suitable place. However, we are concerning on the necessity to differentiate MT and DU w.r.t. discard time. The PDB is referring to the BH RLC CH regardless of DL and UL. So, if PDB of one packet at one BH RLC CH is exceeded, this packet can be discarded. 
The above is technical details. We can further discuss it after confirming the necessity of discard scheme. 

	
	
	

	
	
	


3.1.6 Issue6: Duplication

In [6], it’s proposed to discuss the duplication operation in IAB network, which is similar as PDCP duplication mechanism. According to Rel16, at most 4 GTP-U tunnels can be established between the gNB-CU and gNB-DU for one ‎DRB. Each tunnel serving the same DRB can be served by different cells over the wireless backhaul so that the transmission diversity over BH links can be guaranteed. It’s suggested to first discuss whether it is necessary to support duplication mechanism‎. Then if it’s yes, we can further discuss the detail aspects on duplication mechanism.
Question 9: Is it necessary to support duplication mechanism for GTP-U tunnels?
	Company
	Answer
	Comment

	Samsung 
	Yes
	PDCP duplication is the feature of Rel-15/16, which is an effective meanings to guarantee reliability and reduce the latency. Moreover, Rel-17, by default, should be backward compatible. Thus, PDCP duplication shall be supported. 

	QC
	See comment
	We agree with Samsung. This is already supported in Rel16.

	AT&T
	Yes
	


Question 10: If answer to Q9 is yes, is it necessary that each tunnel serving the same DRB can be served by different cells over the wireless backhaul‎?

	Company
	Answer
	Comment

	Samsung 
	Yes
	In Rel-16, the PDCP duplication is not discussed. So, by default, the GTP-U tunnels serving the same DRB may share the same group of cells over the BH link. This is technically workable. However, it seems to not align with the intention of the PDCP duplication, i.e., the identical packet of one DRB are transmitted by different paths (different cells in case of wireless link). Thus, to utilize the diversity of different cells, each GTP-U tunnels of one DRB can be served by different BH RLC CHs with different associated cells.  

	QC
	Up to CU implementation
	The CU configures the GTP-U tunnels as it wants. It is up to CU implementation to decide what cells they use and how they are routed. Nothing needs to be done here.
We did not discuss this topic in Rel-16 because PDCP duplication is transparent to IAB.

	AT&T
	See comments
	During Rel-16 it was discussed that CU can determine by implementation how duplicated packets are routed. It’s not clear what else needs to be specified in Rel-17 to support this functionality. 


Since the performance is different between BH links and access links, its proposed donor CU can configure different number of copies over BH links and accessing links to support PDCP duplication for resource efficiency [6].

Question 11: If answer to Q9 is yes, is it necessary to support donor CU configures different number of copies over BH links and accessing links?

	Company
	Answer
	Comment

	Samsung 
	Yes
	PDCP duplication, on one hand, can improve the reliability and reduce the latency; on the other hand, it introduces additional resource consumption. Different from the legacy case, the duplicated packets need consume the radio resource of the BH links. If the BH links are good enough, it is unnecessary to send multiple copies over the BH links. Thus, it is beneficial to configure different number of copies over BH links and accessing links.   

	QC
	No
	Up to implementation.

	
	
	


3.1.7 Other potential issues
Question 12: Are there any other issue(s) that need to be addressed to improve the multi-hop performance? 
	Company
	Comment

	QC
	 We should discuss multi-hop latency in more detail. This includes Issue5, i.e. discard timer, as well as more detailed analysis for PDB in the context of multi-hop as proposed in [5]

	
	

	
	


3.2 Possible parameter(s) to be provided over F1AP‎
3.2.1 Possible parameter(s) sent from CU to DU

To enhance the multi-hop performance, for N:1  bear mapping, IAB-DU treats the BH RLC channel which aggregates multiple UE DRBs in the same way as a single UE DRB. There is a proposal that donor CU sends the QoS information or number of each QoS flows aggregated to this BH RLC channel to IAB-DU. In this manner, IAB-DU could have knowledge of how many QoS flows are aggregated to this BH RLC channel and the associated QoS requirement [1][2]. It’s suggested to first discuss which parameter(s) should be sent from IAB donor CU to IAB donor DU/ IAB node DU and further discuss the detail aspects.
Question 13: Which parameter(s) should be sent from IAB donor CU to IAB donor DU/ IAB node DU?
· Option 1: The number of DRB carried in the BH RLC
· Option 2: The QoS information of QoS flows mapped to the BH RLC channel
· Option 3: Others  (if selected, please provide the details)
· Option 4: No need to specify any parameter which means it can be left to implementation‎
	Company
	Answer
	Comment

	Samsung
	See comments 
	 At this moment, it may be too early to discuss the detailed parameters before we identify the schemes. For the above options, we have some technical comments:
· Option 1: the number may be a possible parameter according to the simulation result in [2]. However, we are considering the fairness on both inter-BH RLC CH and intra-BH RLC CH. If the QoS of the aggregated DRBs in each BH RLC CH can be provided, the IAB node can implicitly know the number of DRBs. Furthermore, the detailed QoS of each aggregated DRB can help the IAB node perform better resource reservation and scheduling. 

· Option 2: we think it may not be necessary to provide QoS flow level QoS since the aggregation is at DRB level. Thus, DRB-level QoS is enough.  

	QC
	See comments
	This is the same as fairness discussion in Issue 1. Let’s discuss issue 1 before we enter this stage-3 discussion.  

	AT&T
	See comments
	It’s too early to discuss which parameters should be sent before deciding which schemes should be specified.


Based on the analysis in [2], using the average number of DRBs per LC performs almost as well as using the exact number of DRBs per LC. The reason for this is that the variance around the average is small for the number of UEs per sector used in the simulation in [2].
Question 14: If option 1 is selected in Q13, does IAB donor CU send both actual and average number of DRBs or one of them to IAB donor DU/ IAB node DU?

	Company
	Answer
	Comment

	QC
	See comment
	This is the same as fairness discussion in Issue 1. Let’s discuss issue 1 before we enter this stage-3 discussion.  

	
	
	

	
	
	


In [1], it is mentioned that, for GBR type BH RLC channel, each aggregated UE DRBs’ GBR requirements could be accumulated into the total GBR requirement of the BH RLC channel. It means the scheduler of IAB-DU could allocate sufficient radio resource for the GBR type BH RLC channel with N: 1 bearer mapping. Therefore, for GBR type BH RLC channel, it’s unnecessary that IAB donor CU sends any parameter to IAB donor DU/ IAB node DU‎.
Question 15: If option 1 or option 2 is selected in Q13, for which type(s) of BH RLC channel, the donor CU should send the potential parameters to IAB donor DU/ IAB node DU?
· Case 1: for BH RLC channel with non-GBR type‎
· Case 2: for BH RLC channel with GBR type‎
· Case 3: other types  (if selected, please provide the details)
	Company
	Answer
	Comment

	Samsung 
	See comment
	Since the fairness is for any type of traffic, it is unnecessary to differentiate the type.  

	QC
	See comment
	This is the same as fairness discussion in Issue 1. Let’s discuss issue 1 before we enter this stage-3 discussion.  

	
	
	


3.2.2 Possible parameter(s) sent from DU to CU

To reduce the multi-hop latency, it is proposed that IAB node should measure and report the one hop latency per BH RLC channel to donor CU. Donor CU may estimate the accumulated latency for different routing paths based on the one hop latency per BH RLC channel report and (re-)configure appropriate routing path for DL/UL backhaul traffic [5]. In [4], it’s also mentioned that the BH link quality or the throughput of each BH RLC channel can be provided to donor CU to enhance the scheduling fairness. It would be better to discuss which parameter(s) should be sent from IAB donor DU / IAB node DU to IAB donor CU‎.
Question 16: Which parameter(s) should be sent from IAB donor DU/ IAB node DU to IAB donor CU?
· Option 1: One hop latency per BH RLC channel or per routing path
· Option 2: BH link quality
· Option 3: Throughput of each BH RLC channel
· Option 4: Lost/retransmitted packets‎

· Option 5: Others  (if selected, please provide the details)
· Option 6: No need to specify any parameter which means it can be left to implementation‎
	Company
	Answer
	Comment

	Samsung 
	See comments 
	This detailed design can be discussed later as long as we determine the Rel-17 scheme. 

	QC
	See comment
	Let’s not just throw in parameters into stage 3 but discuss the over all concept. It seems we have two issues to be addressed:

· Fairness (issue 1)

· Multi-hop latency (issue 5+)

	AT&T
	See comment
	It’s too early to decide 


4 Conclusion, Recommendations

Proposal 1: To be added

It is proposed to implement the above proposals above in the following TPs: To be added
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