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1
Introduction

A new Release 17 work item entitled “NR Multicast and Broadcast Services” was approved in RAN#86 and was updated at RAN#88, which can be found in RP-201038 [1]. 
RAN3 related objectives are highlighted as below,

· Specify RAN basic functions for broadcast/multicast for UEs in RRC_CONNECTED state [RAN1, RAN2, RAN3]:

· Specify a group scheduling mechanism to allow UEs to receive Broadcast/Multicast service [RAN1, RAN2]

· This objective includes specifying necessary enhancements that are required to enable simultaneous operation with unicast reception.

· Specify support for dynamic change of Broadcast/Multicast service delivery between multicast (PTM) and unicast (PTP) with service continuity for a given UE [RAN2, RAN3]

· Specify support for basic mobility with service continuity [RAN2, RAN3]

· Assuming that the necessary coordination function (like functions hosted by MCE, if any) resides in the gNB-CU, specify required changes on the RAN architecture and interfaces, considering the results of the SA2 SI on Broadcast/Multicast (SP-190625) [RAN3]
· Specify required changes to improve reliability of Broadcast/Multicast service, e.g. by UL feedback. The level of reliability should be based on the requirements of the application/service provided.[RAN1, RAN2]

· Study the support for dynamic control of the Broadcast/Multicast transmission area within one gNB-DU and specify what is needed to enable it, if anything [RAN2, RAN3]
In this contribution, we first provide MBS requirements and scenarios from mobile operator point of view, review the progress of SA2 and also present the initial analysis on the impacts on NG-RAN architecture to support MBS.
2 MBS requirements and scenarios
2.1 Lessons from LTE MBMS

In LTE, MBMS services are pre-defined and each MBMS service will be assigned with an unique identity such as TMGI. UE is informed with the available MBMS services via such as announcement procedure, then UE joins a multicast group to receive the MBMS data. Although LTE MBMS is fully discussed and specified, we should notice that LTE MBMS is not commercially used due to the following reasons or disadvantages:

1) Multicast does not share the common architecture and interfaces as unicast;

2) Mobile operators could not find use cases and business model under the LTE MBMS framework, since the most of attractive applications/services are not pre-defined. Support of some scenarios such as public safety is not sufficient enough for mobile operators to introduce multicast framework, potential one reason is there exists dedicated network to serve public safety. Based on the experience of LTE MBMS above, we think, it’s necessary to consider the business model of NR multicast service seriously. If the NR MBS discussed currently still only focuses on the pre-defined MBS like LTE MBMS, it may not result in large commercial use.

Observation 1：LTE MBMS does not gain a commercial success
2.2 Scenarios for NR MBMS

Except for Public safety and TV broadcasting, many new scenarios with multicast attributes appear in 5G network, such as live concerts/sport events or live video streaming via smart phone. All these scenarios share the similar characteristics as below:

1) The service has high requirements on the data rates or latency;

2) There may be a lot of users to do data/voice communication at the same time (to enjoy the service or for other use);

3) The users may be gathered temporally and depart with each other after a period of time.

Taking live concert as an example, the concert host may provide real-time videos to a number of fans the interesting sidelights of Stars at the backstage. These fans usually would like to pay for additional money for it. Now this kind of service is provided by unicast although the content is the same for all the requested UEs, this will result in the waste of Uu resources and the core network backhaul. 

To solve this problem, one can define these services as multicast services, and then transmit them using the LTE like solution. However, there are some practical problems:

1) For content provider: most of the services have a mature business model with unicast. If the service is pre-defined as multicast service, it means the content provider needs to do a lot of changes adapting to the multicast transmission, which is not advisable. 

2) For the network: LTE MBMS data transmission in the network is based on the IP multicast, which is not supported in the current network.

3) For users: for some service pre-defined as MBS, it may change the users’ operation habits.

Observation 2: Not all services or scenarios with multicast characteristics suits to be pre-defined as MBS.

In an optimized way, such services could not be pre-defined MBS, but the multicast transmission could be triggered by the network/UE for the purse of saving radio resources and avoiding network congestion.
With this, UE could avoid performing additional operations like obtaining the network announcement or performing the joining procedure, but just requesting for the service as normal. From the content provider perspective, there’s no pre-defined multicast service, maybe the content provider needs to do some statistics and indicate to the core network to establish a multicast transmission, with which, the core network could trigger the related tunnel and session establishment or modification.

Proposal 1: Solutions for MBS should consider the new requirements and scenarios
3 SA2 progress
Before the approval of a RAN WID to support MBS, SA2 has started a corresponding study item on architectural enhancement for 5G MBS. The key issues and potential solutions are captured in TR 23.757. These key issues and solutions have significant impacts on RAN, especially on RAN3 network architecture and interfaces, e.g., NG-C and NG-U interfaces. So in this section, SA2 status and progress are first reviewed. 
2.1
MBS traffic delivery method
In the past MBMS discussions, we usually use the terminology unicast/boardcast/multicast which seems misleading. For clarity, SA2 has defined the delivery methods from 5G core network and NG-RAN point of view, which we think is quite clear. RAN could follow this definition during the future discussion.
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Figure 1: MBS traffic delivery method
From the view point of 5G CN, two delivery methods are possible:

-
5GC Individual MBS traffic delivery method: 5G CN receives a single copy of MBS data packets and delivers separate copies of those MBS data packets to individual UEs via per-UE PDU sessions.

-
5GC Shared MBS traffic delivery method: 5G CN receives a single copy of MBS data packets and delivers a single copy of those MBS packets packet to a RAN node, which then delivers them to one or multiple UEs
From the viewpoint of RAN, (in the case of the shared delivery) two delivery methods are available for the transmission of MBS packet flows over radio:

-
Point-to-Point (PTP) delivery method: a RAN node delivers separate copies of MBS data packet over radio to individual UE.

-
Point-to-Multipoint (PTM) delivery method: a RAN node delivers a single copy of MBS data packets over radio to a set of UEs.
Observation 3: Whatever the delivery method is, the traffic 5GC received from the service layer is MBS flow , the content of which is different from unicast flow, e.g.,  in terms of the source and target IP address etc.
Proposal 2: RAN should follow the terminology of 5GC individual/shared MBS delivery method and PTP/PTM delivery method in the future discussion.
2.2 
MBS overall architecture
Two MBS baseline architectures are proposed and captured in TR 23.757, where the main difference is whether to re-use unicast network functions or to introduce dedicated functions for MBS.

· Architecture 1: 5G MBS system architecture based on unicast 5GC
This architecture alternatives reuses as much as possible the system architecture and procedures of current 5GS unicast system architecture for Multicast Transport. 
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Figure 2: Alternative architecture 1
· Architecture 2: 5G MBS system architecture based on dedicated MBS Function
This architecture alternative introduces new functional components and necessary enhancement to the existing entities to support MBS over 5GS. In addition, an AF engaged in MBS can also use 5GS unicast resources (i.e. PDU Sessions) to deliver MBS media to UEs.
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Figure 3: architecture alternative 2
Proposal 3: Regardless of the final architecture selected by SA2, a common N3 tunnel between NG-RAN and UPF should be used to transport MBS service for a set of UEs for the shared MBS traffic delivery method.
4 Enhancement of NG-RAN architecture to support MBS
4.1 NG-RAN architecture

In the Rel-17 MBS, MBSFN area across the NG-RAN nodes or gNB-DUs is not supported. Therefore a MCE like entity which is responsible for the allocation of the radio resources used by all gNBs in the MBSFN area for multi-cell MBMS transmissions using MBSFN operation, is not needed. Therefore, the existing NG-RAN architecture for unicast services can be re-used with some enhancements.
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Figure 4: NG-RAN architecture
Proposal 4: The existing NG-RAN architecture for unicast services can be re-used to support MBS.
The following NG-RAN functions may be needed to support MBS:
· Support for MBS Sessions and MBS related signalling on N2 with AMF and on N3 transport with UPF.

· Transmission of multicast data using PTM/PTP in RRC Connected.

· Support dynamic mode switching between PTM and PTP
The decision of mode switching between PTP and PTM could be based on the number of UE interested in the same MBS data/flow, channel conditions or BWP configurations etc. But in any case, it should be the NG-RAN to make the decision for the mode switch. In the CU-DU split architecture, it is gNB-CU or gNB-DU to make the mode switching decision needs further discussion, depending on the criteria we use for the decision.

Proposal 5: NG-RAN node should be responsible for the decision making of PTP and PTP mode switching
4.2 Enhancement of NG interfaces

The enhancement of NG interfaces depends on the solutions for the following two key issues:
Issue 1：Which node and how to trigger the establishment of an MBS session?

· Solution A：NG-RAN triggers the setup of N3 shared tunnel when the tunnel does not exist and receives the request for a certain MBS service from at least one UE,5GC will setup the MBS session upon the RAN requests
· Solution B：5GC decides on the setup of MBS session based on the information of UE joining the MBS service， UE location, its strategy etc
Issue 2： Whether MBS session is associated to PDU session?
There are lots of discussions in SA2, in general, the solutions falls into two categories:
· MBS session is associated with a unicast PDU session

· MBS session is never associated with a unicast PDU session

4.3 Enhancement of Xn interfaces

Enhancement of Xn interfaces to support MBS mainly depends on the discussions of service continuity during the HO. The potential enhancement includes exchange the information of supported MBS/ongoing MBS/interested MBS service information via UE associate or non-UE associate signalling. In addition, to ensure the lossless HO, enhancement of SN status transfer and data forwarding procedure may be needed.
Proposal 6: RAN3 to discuss the enhancements of NG and Xn interfaces taking SA2 input into account.
4
Conclusion
The following proposals and conclusions are made,

Observation 1：LTE MBMS does not gain a commercial success
Observation 2: Not all services or scenarios with multicast character suits to be pre-defined as MBS.

Observation 3: Whatever the delivery method is, the MBS traffic 5GC received from the application is MBS flow , the content of which is different from unicast flow, e.g.,  in terms of the source and target IP address etc.
Proposal 1: Solutions for MBS should consider the new requirements and scenarios
Proposal 2: RAN should also use the terminology of 5GC individual/shared MBS delivery method and PTP/PTM delivery method in the future discussion.
Proposal 3: Regardless of the final architecture selected by SA2, a common N3 tunnel between NG-RAN and UPF should be used to transport MBS service for a set of UEs for the shared MBS traffic delivery method.
Proposal 4: The existing NG-RAN architecture for unicast services can be re-used to support MBS.

Proposal 5: NG-RAN node should be responsible for the decision making of PTP and PTM mode switching。

Proposal 6: RAN3 to discuss the enhancements of NG and Xn interfaces taking SA2 input into account.
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