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1 Introduction
In Rel-17 IAB enhancement, one of objectives is shown as below:

·  Specifications of enhancements to improve topology-wide fairness, multi-hop latency and congestion mitigation.
Back to Rel-16, both E2E and HbH flow control were discussed with intention to mitigate the congestion in the IAB network. For HbH, the buffer status reporting per BH RLC CH/Routing path is introduced. While for E2E, the existing F1-U flow control is reused, although quite different enhancements are raised by different companies. During Rel-16 discussions, HbH flow control aims at short-term congestion at the IAB node, while E2E flow control aims at long-term congestion at the IAB node. In this contribution, we will address the potential long-term congestion in the IAB node, and discuss whether some enhancements to existing F1-U flow control are needed or not. 
2 Discussions
2.1 Occurrence of long-term congestion
Before we discuss the E2E flow control enhancement, we need re-think about the occurrence of long-term congestion in the IAB network. In practice, the packet transmission from an IAB node highly depends on the channel status of its serving BH link. Considering the channel variation of high-frequency band (mmWAVE, which is an important operation band for IAB), the IAB node may face channel statue degradation in a relative long period (for example, the transmission path between IAB node and its child node is blocked by some obstacles). Thus, the data transmission of such IAB node has to be slow down in a relative long period. If the IAB donor CU is not aware of this situation and continuously use a fast pace to send the packets, the congestion will finally occur at this IAB node. 

Observation 1: in high-frequency band, the channel status of serving BH link may be degraded for a long period in the real deployment so that the long-term congestion will occur. 
2.2 Existing scheme to deal with congestion
In Rel-15/16, the F1-U DDDS already includes several information for congestion mitigation, which are shown as below together with Fig. 1:
When the corresponding node decides to trigger the feedback for Downlink Data Delivery procedure it shall report as specified in section 5.2:

a)
in case of RLC AM, the highest NR PDCP PDU sequence number successfully delivered in sequence to the UE among those NR PDCP PDUs received from the node hosting the NR PDCP entity i.e. excludes those retransmission NR PDCP PDUs;
b)
the desired buffer size in bytes for the concerned data radio bearer;

c)
optionally, the desired data rate in bytes associated with a specific data radio bearer configured for the UE;
d)
the NR-U packets that were declared as being "lost" by the corresponding node and have not yet been reported to the node hosting the NR PDCP entity within the DL DATA DELIVERY STATUS frame;
e)
if retransmission NR PDCP PDUs have been delivered, the NR PDCP PDU sequence number associated with the highest NR-U sequence number among the retransmission NR PDCP PDUs successfully delivered to the UE in sequence of NR-U sequence number;

f)
if retransmission NR PDCP PDUs have been transmitted to the lower layers, the NR PDCP PDU sequence number associated with the highest NR-U sequence number among the retransmission NR PDCP PDUs transmitted to the lower layers in sequence of NR-U sequence number;

g)
the highest NR PDCP PDU sequence number transmitted to the lower layers among those NR PDCP PDUs received from the node hosting the NR PDCP entity i.e. excludes those retransmission NR PDCP PDUs;
NOTE:
If a deployment has decided not to use the Transfer of Downlink User Data procedure, d), e) and f)  above are not applicable.

e)
in case of RLC AM, the NR PDCP PDU sequence number successfully delivered out of sequence to the UE among those NR PDCP PDUs received from the node hosting the NR PDCP entity i.e. excludes those retransmission NR PDCP PDUs.
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Fig. 1 Information in DDDS
Some observations are given as below:
Observation 2: according to the received DDDS, the gNB-CU can derive x), y) and z) in the Fig.1

Observation 3: The “lost” packets are derived based on gNB-DU’s implementation.
Observation 4: the packets which are not successfully delivered to the UE/not transmitted to the lower layer
Observation 4: the status of some packets (highlighted via red frame) is unclear to the gNB-CU, which includes those packets with SN smaller than that indicated by y) and not indicated by d), g) and h). Specifically, the gNB-CU does not know whether those packets are received by the gNB-DU or on the way towards the gNB-DU. 
In IAB case, the packets with unclear status may be received by the IAB node, or buffered at some intermediate IAB nodes. Thus, whether there is congestion in the IAB network or not depends on the knowledge of the status of those packets, which cannot be derived from the existing F1-U DDDS.
Proposal 1: the existing DDDS needs enhancements on receiving status reporting for congestion mitigation in IAB. 

2.3 Analysis to the solutions on the table

During Rel-16 WI stage, several solutions are proposed. The following table gives the detailed descriptions and our comments on each solution. 
	Solutions 
	Description
	Comments

	Received data volume [1]
	IAB node reports the received data volume since last DDDS reporting
	Based on this information, the IAB donor CU can deduce the volume of “on-the-fly” packets, i.e., packets still transmitted via intermediate IAB node. Specifically, the information y) indicates the volume of packets sent out by the IAB donor CU, while information d), g) and h) indicate the packet volume received or “lost”. After that the volume of on-the-fly packet is:
Volume of on-the-fly packets = volume of packets sent out - d) – g) – h) – received data volume

Observation:

This information can help IAB donor CU know the volume of “on-the-fly” packets

	Receiving data rate [1]
	IAB node reports the receiving rate of the data packets from its parent node
	This information reflects the packet egress rate towards an IAB node. If this rate is smaller than the sending rate of the IAB donor CU, the congestion may occur at the middle of the route. 
The existing “desired data rate” cannot be applied here. The reason is that “desired data rate” is used to reflect the status of air interface. To do the flow control, the IAB donor CU needs to be aware of the status of both air interface and BH links. If the issue occurs at air interface, the IAB donor CU cannot do anything except to slow down the data transmission rate. While, if the issue occurs at BH links towards the IAB node, the IAB donor CU can mitigate the congestion via changing the routing path. 

Observation:

This information can help IAB donor CU whether congestion at intermediate IAB node may happen or not, and thereby determine the sending rate

	Highest received NR PDCP PDU SN [2]
	IAB node reports the highest received NR PDCP SN 
	This information can help the IAB donor CU determine that the packets beyond such information are “on-the-fly”. 
Observation:

This information can identify that the packets beyond such information are “on-the-fly” 

	Volume of marked bytes [3]
	Each intermediate IAB node marks the packet with large delay, and the IAB node reports the data volume of received marked packets
	This information reflects the transmission status of the received packet. It can help IAB donor CU determine the exact sending rate. Specifically, a large report volume means   serious congestion problem, which results in large reduction of sending rate; otherwise, the congestion problem is not serious, and then the sending rate can be decreased a little. 
Observation:

This information can help IAB donor CU determine the sending rate

	Bitmap for out of sequence transmitted PDUs for RLC UM [4]
	For RL UM, IAB node reports the PDCP SN of out-of-sequence transmitted packets 
	This information can reflect the receiving status of RLC UM mode packets. 
Observation:

This information can reflect the receiving status of RLC UM mode packets. 


Considering the diverse situation, it may not be easy to find a converged solution at this stage. Thus, it is better for us to evaluate those solutions first from different angles:

· Congestion mitigation capability:

As analyzed in section 2.2, the existing F1-U DDDS can provide the status of some receiving packets, while it cannot help the IAB donor CU determine the status of other packets (highlighted by red frame in Fig. 1). This is the reason of introducing the F1-U enhancement. Thus, this criteria aims at evaluating each solution on the capability of identifying the status of packets with unclear status under existing F1-U DDDS. 

· Additional value and its importance

This criteria aims at identifying the additional value of the solution on top of first criteria. Furthermore, the importance of this additional value should be evaluated in term of congestion mitigation
· Missed information and its importance

This criteria aims at giving the missing part of each solution in terms of congestion mitigation. Furthermore, the importance of such missing information should be evaluated.
· Specification impact

· Minimum combination and the capability of mitigation congestion

If we cannot choose one from the above solutions, we may need consider some combinations among them. Then, this criteria aims at providing the potential combinations to solve the congestion problem. 

Proposal 2: to evaluate the solutions on the table, the following angles can be considered:

· Congestion mitigation capability 

· Additional value and its importance

· Missed information and its importance

· Specification impact

· Minimum combination and the capability of mitigation congestion

2.4 Other issues
· Issue 1: receiving status with differentiation of routing path
In IAB network, if the IAB node is connected to a single IAB donor DU, and multiple paths toward such IAB node exist, the data packets of one UE DRB may be transmitted to the IAB node via multiple routing paths. Thus, there is possibility that one routing path has potential congestion problem, while another path does not have. To differentiate routing path, the DDDS for one UE DRB can be reported per routing path so that the IAB donor CU-UP can perform the flow control per routing path. Meanwhile, such per-path flow control can help the IAB donor CU select the routing path. 

Proposal 3: the DDDS can include the receiving status information per routing path.
· Issue 2:  the triggering of receiving status information reporting
The receiving status information is fed back per UE DRB. If the reporting is completely determined by the IAB node, signalling overload would become a problem for IAB network. Thus, some triggering condition can be set appropriately. The following options can be considered:

· Period reporting: IAB donor CU can configure a reporting period to the IAB node per UE DRB

· Polling: IAB donor CU can send polling to IAB node

· Triggering event: the IAB donor CU can set some triggering threshold to the IAB node depending on the selected solution, e.g., threshold of receiving volume, threshold of receiving data rate, threshold of volume of marked bytes

Proposal 4: the triggering condition of receiving status information reporting can be selected from 1) period reporting, 2) polling, and 3) triggering event. 
3 Conclusions
In this contribution, we discuss the congestion mitigation via E2E flow control, and propose:
Proposal 1: the existing DDDS needs enhancements on receiving status reporting for congestion mitigation in IAB.
Proposal 2: to evaluate the solutions on the table, the following angles can be considered:

· Congestion mitigation capability 

· Additional value and its importance

· Missed information and its importance

· Specification impact

· Minimum combination and the capability of mitigation congestion

Proposal 3: the DDDS can include the receiving status information per routing path.
Proposal 4: the triggering condition of receiving status information reporting can be selected from 1) period reporting, 2) polling, and 3) triggering event. 
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