Page 4
Draft prETS 300 ???: Month YYYY


3GPP TSG-RAN WG3 Meeting #109-e
R3-205297
E-meeting, 17 – 28 August, 2020



Title: 
Discussion on IAB E2E flow control
Source: 
Huawei
Agenda Item:
13.3.1
Document for:
Discussion and decision
1 Introduction

In the RAN #86 [1] meeting, a new WID was approved on enhancement to IAB, and the following objectives were concluded to be studied in R17 IAB.

	Topology, routing and transport enhancements [RAN2-led, RAN3]:

· Specifications of enhancements to improve topology-wide fairness, multi-hop latency and congestion mitigation 


In this paper, we mainly focus on the congestion mitigation part, the DL E2E flow control and congestion control is further discussed, both from the CP and UP point of view.
2 Discussion
In R16, only DL HbH flow control was finally introduced, UL HbH flow control was left to implementation and any enhancement for DL E2E flow control was postponed to R17. Therefore, it is meaningful to continue research on flow control enhancement in R17.
2.1 DL E2E flow control in UP

Based on the agreements from RAN2 and RAN3 meetings during R16, current DDDS mechanism can be reused for E2E flow control in IAB to congestion prevention/mitigation, which is executed between the UE’s access IAB-DU and IAB-donor-CU-UP. The main principle of this type flow control is to allow the node hosting the NR PDCP entity (IAB-donor-CU-UP) to control the downlink user data flow for the respective data radio bearer. The flow control feedback information is carried by a “RAN container” in a GTP-U extension header and includes:

-
the highest NR PDCP PDU sequence number successfully delivered in sequence to the UE (for RLC AM);

-
the highest NR PDCP PDU sequence number transmitted to the lower layers (for RLC UM);

-
the desired buffer size for the concerned data radio bearer;

· optionally, the desired data rate in bytes associated with a specific data radio bearer
-
the NR-U packets that were declared as being "lost";

-
an indication of radio linkage outage or radio link resume for the concerned data radio bearer;-


However, the traditional F1-U flow control is associated to one UE DRB specific GTP tunnel, and can only be used for UE access bearer from UE’s access IAB-DU to IAB-donor-CU-UP. Besides, legacy DDDS based feedback information can only report the transmission status of access link. However, data overflow may also happen in the backhaul link. For example in Figure 1, if backhaul link between IAB node 2 and IAB node 3 suffers congestion or blockage while the access link between UE and IAB node 3 is good enough, IAB node 3 can report the downlink transmission status of per UE DRB to IAB-donor-CU-UP via legacy DDDS to request more DL data for unlimited access link. Based on the receiving DDDS, IAB-donor cannot detect the backhaul link congestion/blockage and may still infuse the DL data to wireless backhaul link, and then aggravate the congestion over backhaul link.

Observation 1 Based on the information in current DDDS, IAB-donor cannot detect the backhaul link congestion/blockage and conduct flow control operations in time.
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Figure 1. Example scenario of flow control for IAB network

As a candidate solution, each access IAB node, such as IAB node 3, can also report the DL receiving status from its parent node via the enhanced DDDS frame, the DL receiving status may include e.g. the highest NR PDCP PDU sequence number successfully received from the parent node. With the DL receiving status reported from the access IAB node, it is possible for the IAB-donor-CU to judge whether the congestion is occurred in access link or BH link. 

For example, if the highest receiving NR PDCP PDU sequence number is much lower than the highest seqeunce number which IAB-donor-CU had transmitted, IAB-donor-CU can deduce that the backaul link had suffered congested. And the IAB-donor-CU should not send a lot of DL data in the corresponding GTP-U tunnel, to mitigate the backhaul link congestion status, although the feeback desired buffer size may be a large value. Moreover, if it is the backhaul link suffers congestion, rather than the access link, the IAB-donor-CU can adjust the load balancing strategy to send more packet to the access IAB node via an additional BH path. If the congestion problem occurs in the access link, the IAB-donor-CU can slow down the transmission of the UE DRB packet. Anyway, based on the flow control feedback information, the detailed action of IAB-donor-CU is left to network implementation.
Proposal 1 Access IAB node can report the receiving status for backhaul link via the enhanced DDDS frame, which at least includes the highest NR PDCP PDU SN successfully received from parent node.

2.2 DL congestion control in CP
Based on the discussion above, flow control can be considered as a mechanism to address downlink data congestion, from user plane point of view. And the parent IAB node or IAB-donor CU-UP may slow down the downlink data transmission rate to alleviate downlink data congestion, based on flow control related information. However, the QoS of the UE’s traffic would be impacted, and may not be guaranteed, since the transmission rate is slowed down. The most direct impact is an increase of latency, potentially result in violation of the PDB for traffic.
Observation 2 Throttling data rate may have negative impact on the latency, potentially result in violation of the PDB for traffic.

In the following, some other approaches are analyzed to handle congestion from control plane point of view.
a) Route switching/selection
With a DAG topology which supporting dual-connectivity for IAB node, route switching can be done dynamically to rebalance traffic load across different links according to the available capacity. As shown in Figure 2, if the link between IAB node 1 and IAB node 2 becomes congested or suffers from blockage. Since there exists an alternative path between the IAB-donor and IAB node 4, the congestion could be mitigated by diverting more traffic packets of UE’s served by IAB node 4 through the alternate 2nd path.

In addition, for a spanning tree topology, the congested IAB node can be switched by the network to use another parent node which has enough backhaul capacity.
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Figure 2. Example scenario of IAB network

b) Resource repartitioning

In addition, link congestion is often caused by a mismatch between the capacity of available air interface resources, and the amount of traffic should be transmitted via the link. Furthermore, in a multi-hop IAB network, DL/UL sub-frame configurations may be coordinated between different links and IAB nodes in order to avoid inter-link interference. Therefore, one way to address congestion at an IAB node or backhaul link is to repartition the air interface resource (e.g. between UL and DL) or to coordinate among different IAB nodes so that a node that is not suffering congestion vacates the use of some air-interface resource, which can then be used by another congested IAB node in its proximity, without causing excessive interference.
Observation 3 Several approaches may be employed to alleviate the impacts of IAB BH link congestion, including: allocation of additional air interface resources to the congested BH link, changing the routing of some traffic flows to alleviate the load of the congested link, etc.
Since the function of topology, route and resource management are all subjected to the IAB-donor-CU-CP. Therefore, the parent node of congested BH link (including the IAB node DU, and the IAB donor DU) can also report congestion status or link load of backhaul link to IAB-donor-CU-CP, and then IAB-donor-CU-CP can reallocate air interface resources to the congested BH link and/or change the routing of some traffic flows to avoid using the congested link.
Proposal 2 The parent node of congested BH link can report congestion status or link load to IAB-donor-CU-CP with per child link level, and IAB-donor-CU-CP can reallocate air interface resources and/or change the routing based on the report.
In addition, some appropriate control plane messages (e.g. F1AP message) can be used to carry congestion status from DU part of congested IAB node to IAB-donor-CU-CP. In the current F1-AP protocol, the gNB-DU can send a gNB-DU Overload Information IE in the GNB-DU STATUS INDICATION message to the gNB-CU, which indicates that the gNB-DU is overloaded or not. Then the gNB-CU shall apply overload reduction actions until being informed with a not-overloaded indication by a new GNB-DU STATUS INDICATION message. The detailed overload reduction policy is up to gNB-CU implementation. Therefore, GNB-DU STATUS INDICATION can be taken as a baseline to carry congestion status reporting from congested IAB node to IAB-donor-CU-CP, and some further enhancement, e.g. feedback of overload status per child link, can be conducted.
Proposal 3 GNB-DU STATUS INDICATION in F1-AP can be taken as baseline for congestion status reporting from the IAB node/IAB-donor-DU to the IAB-donor-CU-CP, with enhancement of supporting per child link overload status reporting.

3 Conclusion
This paper discusses DL E2E flow control mechanisms from user plane and control plane, and then we draw the following proposals:
Observation 1 Based on the information in current DDDS, IAB-donor cannot detect the backhaul link congestion/blockage and conduct flow control operations in time.

Observation 2 Throttling data rate may have negative impact on the latency, potentially result in violation of the PDB for traffic.

Observation 3 Several approaches may be employed to alleviate the impacts of IAB BH link congestion, including: allocation of additional air interface resources to the congested BH link, changing the routing of some traffic flows to alleviate the load of the congested link, etc.
Proposal 4 Access IAB node can report the receiving status for backhaul link via the enhanced DDDS frame, which at least includes the highest NR PDCP PDU SN successfully received from parent node.

Proposal 5 The parent node of congested BH link can report congestion status or link load to IAB-donor-CU-CP with per child link level, and IAB-donor-CU-CP can reallocate air interface resources and/or change the routing based on the report.

Proposal 6 GNB-DU STATUS INDICATION in F1-AP can be taken as baseline for congestion status reporting from the IAB node/IAB-donor-DU to the IAB-donor-CU-CP, with enhancement of supporting per child link overload status reporting.
Reference
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