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Introduction
Rel-17 IAB WID states
· Specification of enhancements to topological redundancy, including support of CP/UP separation.
This contribution analyses the technical detail on inter-CU topology redundancy. 
Discussion
2.1. CP/UP separation
Figure 1 shows examples of the scenario where the CP is separated from the BH UP connection. The band used for the MN, carrying CP, is on FR1 whereas the BH data is on FR2. The UE (or IAB-MT) shown in the figure is configured with inter-band DC, with MCG provided directly by the MN and the SCG by one of the IAB-nodes.
Figure 1a illustrates the case where a single gNB serves the BH (first hop) and access (for control) links. Figure 1b shows the case where the CP and BH UP (first hop) connections are via different nodes.


a)



b)
Figure 1: NR DC with CP/UP separation
There are variants of the IAB network structure especially how the fixed node(s), here indicated as SN and MN, is/are deployed/configured. Following scenarios exist:
1. Scenario 1: SN and MN are within the same gNB:
· In the case where FR1 and FR2 are served by the same DU, the first hop to the IAB#1 is CA connection, instead of DC
· Both MN and SN belong to one IAB-donor
· NG interfaces are terminated at the same gNB (MN)
· The next hop BH link to IAB#2 is a DC connection as the MCG and SCG are to different nodes

2. Scenario 2: SN and MN belong to different gNBs:
· The first hop IAB node has DC connection to the MN and the SN. SN is a full gNB with CU
· IAB-node support for inter-donor DC is needed
· Either MN or both MN and SN has N3 to NGC. If only MN, UP data would be forwarded over Xn-U.
· N2 connection is terminated at the MN
· There are variants depending on which node is acting as the IAB-donor:
a) MN acts as an IAB-donor:
· F1-C to IAB nodes goes over MCG (FR1)
· MN configures the BH links over SCG (FR2)
· F1-U should go first to SN DU and then over BH links in SCG path
b) SN acts as the IAB-donor:
· F1-U is terminated at SN CU
· F1-C is terminated at SN CU
· Similar to NSA, F1-C could be routed via MN and RRC connection over MCG
In all cases MN runs the RRC and SCG may have SRB3 established. In both scenarios, the Donor-CU should be able to configure the IAB-MT to use a specific path for F1-C or F1-U. This may require changes to RRC, but may be transparent to RAN3. In case the SN is the IAB-Donor and the F1-C is transferred via the MCG link, the Xn interface need to be enhanced to forward the F1-C traffic to the SN, i.e. similar to X2 F1-C Traffic Transfer procedure. 

Proposal 1: RAN3 is asked to elaborate the options for NR DC with CP/UP split and assess their feasibility and benefits. If deemed useful, required specification changes should be analysed as potential candidate(s) for Rel.17 IAB enhancements.

2.2. Inter-CU Topology Redundancy Scenario
Topological redundancy has the goal to enable robust operation, e.g., in case of backhaul link blockage, and to balance load across backhaul links. Establishment and management of topological redundancy is part of topology adaptation. Rel-16 only support intra-CU Topology Redundancy that both MN and SN belong to same IAB Donor. It is necessary to also consider inter-CU Topology Redundancy in Rel-17. 



Figure 2: Inter-CU Topology Redundancy Scenarios

There are two possible scenarios:
· Scenario 1: the IAB-node is dual connected with 2 Donors. 
For example, IAB1 is dual connected with 2 Donors.
· Scenario 2: the IAB-node is dual connected with 2 Donors, via a dual-connected parent node. 
For example, the IAB-node (e.g. IAB2) is single connected with a parent IAB-node (e.g. IAB1), and the parent IAB-node (e.g. IAB1) is dual connected with 2 IAB-donors. 
In both scenarios, the robust operation can be enabled, e.g. when one leg has issue, the other leg can be used. Rel-17 shall support both scenarios. 
Proposal 2: Inter-CU Topology Redundancy shall be supported in both scenarios. 
· Scenario 1: the IAB node is dual connected with 2 Donors
· Scenario 2: the IAB node is dual connected with 2 Donors, via a dual-connected parent node.

2.3. Issues to be studied for Inter-CU Topology Redundancy
Following issues need to be further studied for inter-CU Topology Redundancy: 
· Donor selection for an IAB node
The IAB-DU can only setup F1 interface with one Donor-CU. The F1 SETUP REQUEST message includes the BAP address assigned to the IAB-MT. So IAB-DU shall initiate the F1 Setup with the Donor-CU, who has assigned the BAP address. When the IAB-DU initiate the SCTP/F1 setup with the Donor-CU, the IAB-DU shall be able to determine the target Donor-CU. Even the IAB may be preconfigured with the information of both Donors, the IAB node may not know which Donor-CU terminated the RRC connection and assigned the BAP address. 

· Possible conflict on BAP address and Routing ID
Current BAP address (10-bit) is only unique with the RAN of a Donor. In Inter-CU Topology Redundancy case, both Donors may assign the same BAP address to different Donor-DU/IABs. 
Similar issue also happens for the Routing ID. 

· IP address assignment
Both Donor can assign the IP address, e.g. to be used for traffic routed via the Donor-DUs under the different Donor-CUs. This may be similar to the EN-DC that the MeNB forward the IP address information to the SgNB. The impact to the Xn interface may be similar to the X2 interface, i.e. include the IAB Information in the Xn RRC Transfer message. 

· Routing contribution and traffic mapping configuration
For configuration in the Donor-DU, the corresponding Donor-CU initiate the configuration procedure. 

For configuration in the IAB-DU, it is also the corresponding Donor-CU initiate the configuration procedure. However, the configured information also include the information related to the other Donor-CU, for example, the Routing ID is generated by the Donor-DU in the other Donor. Such information need to be exchanged over the Xn interface. 


Proposal 3: RAN3 consider above issues to study the solutions to support inter-CU Topology Redundancy


Conclusion
[bookmark: _GoBack]In this contribution, we have analysed CU/UP separation and inter-CU topology redundancy. Our proposal is: 
Proposal 1: RAN3 is asked to elaborate the options for NR DC with CP/UP split and assess their feasibility and benefits. If deemed useful, required specification changes should be analysed as potential candidate(s) for Rel.17 IAB enhancements.

Proposal 2: Inter-CU Topology Redundancy shall be supported in both scenarios. 
•	Scenario 1: the IAB node is dual connected with 2 Donors
•	Scenario 2: the IAB node is dual connected with 2 Donors, via a dual-connected parent node.

Proposal 3: RAN3 consider above issues to study the solutions to support inter-CU Topology Redundancy.
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