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1	Introduction
RAN3#108-e agreed to postpone PRACH Conflict detection for CU-DU split in Release 17:
PRACH conflict detection in CU-DU split case is postponed to rel-17

In this paper we provide further discussion aiming at a suitable Rel-17 solution that can handle PRACH conflict detection in split architecture.
2	RACH Event Notification from gNB-DU to gNB-CU
Discussions on whether to support a RACH event notification from gNB-DU to gNB-CU to trigger collection of NR UE RACH Reports were not conclusive in Rel-16. Standalone UE RACH Reports log successful RACH procedures that contain at least one failed RACH attempt. Thus, in case there is a failed attempt in a RACH procedure, this RACH procedure will be logged in the NR UE RACH Report. In split architectures, a gNB-DU cannot always detect a RACH failure, e.g., in the event that the failure is visible to RRC, but not to lower layers. Since a large number of RACH failures are due to mobility, and thus not visible to the gNB-DU, the gNB-DU would not be aware of such failure events. Thus, introduction of a RACH event notification trigger from gNB-DU to gNB-CU could not reliably signal the latter to retrieve a UE RACH Report. Also, since a NR UE RACH Report can contain up to 8 RACH procedures, the gNB-DU cannot know when the RACH Report is complete with 8 entries and ready to be retrieved. If gNB-DU triggers RACH Report collection it could lead to unnecessary signaling through e.g., too frequent triggering of RACH Reports. 
Observation 1: Introduction of a RACH event notification from gNB-DU to gNB-CU to trigger collection of NR UE RACH Reports is not a reliable method to trigger RACH Report collection.
In addition, once a gNB-CU has received an NR UE RACH Report it should forward it to the relevant gNB-DU without the need of a trigger. Lack of a NR UE RACH Report transmission from a gNB-CU to a gNB-DU should imply that there is no NR UE RACH Report available.  
Observation 2: If a gNB-CU has an NR UE RACH Report available, it forwards it immediately to the relevant gNB-DU.
Proposal 1: There is no need for a RACH event notification from gNB-DU to gNB-CU to trigger collection of NR UE RACH Reports.

2	Signaling for PRACH Configuration Conflict Resolution 
It has been agreed in RAN3#106 that PRACH Configuration Conflict Resolution is located at the gNB-DU. For a DU to perform PRACH Configuration Conflict Resolution it needs to have information on the PRACH Configurations of the neighbouring cells to the gNB-DU. There have been two main approaches advocated:
a) Send all the PRACH Configurations of the neighbouring cells to the gNB-DU
b) Limit the number of PRACH Configurations of the neighbouring cells sent to the DU 

Approach a) proposes to send all the PRACH Configurations of the neighbouring cells at the gNB-DU since it would otherwise be difficult for the gNB-CU to filter PRACH Configurations of neighbouring cells; a filtering mistake by the gNB-CU can hide necessary information from gNB-DU to successfully perform Conflict Resolution. 
On the other hand, approach b) supports limiting the number of PRACH Configurations sent to the gNB-DU in order to reduce the overhead in the message exchanges over the interfaces. Given that a gNB-CU may have a very large number of cells it seems reasonable to some companies to send PRACH Configurations of only a restricted subset of the served cells. 
Proposal 2: gNB-CU sends to a gNB-DU a limited and filtered set of neighbouring PRACH Configurations to resolve PRACH Configuration conflicts.
Still, the problem associated with this approach remains; it is not immediately clear how the PRACH Configurations can be selected and filtered at the gNB-CU. Some examples on how filtering can be achieved include considering neighbour relations between cells or the likelihood with which PRACH Configurations conflict with each other. A metric related to the likelihood with which PRACH Configurations conflict with each other is the RACH failure rate, which would typically be calculated using NR UE RACH Report information and the number of successful RACH attempts. 
Calculation of the RACH failure rate can be done at:
a. gNB-CU: In this case, the gNB-DU must forward RACH Success Information to gNB-CU. gNB-CU receiving NR UE RACH Reports can calculate the ratio of failed RACH attempts per SSB Index per cell to the overall number of RACH attempts per SSB Index per cell. 
b. gNB-DU: In this case, the gNB-CU must forward NR UE RACH reports that it has received related to RACH attempts on its cells to gNB-DU. gNB-DU can calculate the RACH Failure Rate with the received information.

In a well-configured system, it is reasonable to assume that RACH successes should be much more frequent than RACH failures. Thus, option b) creates less communication overhead. Also, option b) complies with the general agreement that PRACH Configuration Conflict Resolution is located at the gNB-DU, implying that NR UE RACH Reports are forwarded from gNB-CU to gNB-DU. We therefore prefer option b).
Proposal 3: RACH failure rate is calculated at a gNB-DU, based on NR UE RACH Reports being sent from the gNB-CU to the gNB-DU and based on internal information on successful RACH procedures at the gNB-DU. 
Proposal 4: After RACH failure fate is calculated at the gNB-DU, the RACH failure rate is sent to its gNB-CU through F1 interface.
As discussed above NR UE RACH Reports are sent from gNB-CU to gNB-DU for the calculation of the RACH failure rate. However, those may contain RACH procedures over cells not belonging necessarily to the same gNB-DU. Two options can be distinguished:
1. Forwarding of NR UE RACH Reports from gNB-CU to gNB-DU: An unprocessed NR UE RACH report is forwarded from gNB-CU to gNB-DU. The NR UE RACH Report may contain RACH information on RACH accesses at cells not managed by gNB-DU. It is up to the gNB-DU to discard such information.     
2. Send a processed (filtered) NR UE RACH Reports from gNB-CU to gNB-DU: The gNB-CU processes (filters) UE RACH Reports, to contain only RACH accesses on the cells of the receiving gNB-DU and forwards only this relevant information to the gNB-DU. Such information may correspond to an active UE context.

Even though NR UE RACH report information at the gNB-DU is useful, mere forwarding of RACH reports from gNB-CU to gNB-DU may not always contain useful information unless they involve cells hosted by the receiving gNB-DU. Thus, we propose the following:
Proposal 5: If the NR UE RACH Report contains (only) RACH information on cells of a gNB-DU under the gNB-CU, the NR UE RACH report is forwarded to gNB-DU. If the NR UE RACH Report contains mixed RACH information both on cells of the gNB-DU and on other cells of other gNB-DUs (of the same or neighbouring gNB-CU), the NR UE RACH report may be filtered at the gNB-CU and the filtered NR UE RACH report (with the relevant RACH information) is forwarded to gNB-DU.
RACH failure rate information can further be communicated between two neighbouring NG-RAN nodes to indicate the failure rate per SSB Index per cell at the cells of the sending NG-RAN node. In this way, the recipient NG-RAN node becomes aware of the RACH performance at the cells of the first NG-RAN node which enables neighbouring NG-RAN nodes to optimize their RACH Configurations and resolve potential conflicts. 
Proposal 6: RACH failure rate can be sent from gNB-CU to its neighbouring gNB-CUs through the Xn interface. The latter can use RACH failure rate information to filter the PRACH Configurations they send to their gNB-DUs.
By receiving the calculated RACH failure rate from its gNB-DUs or from neighbouring gNB-CUs, a gNB-CU can observe on which cells the RACH failure rate is the highest. Subsequently, it can filter the PRACH configurations it sends to the its gNB-DUs to include the cells for example with the highest RACH failure rate, as those are the cells on which RACH Configuration Conflict is likely to happen.
Proposal 7: gNB-CU sends to a gNB-DU a limited set of neighbour PRACH Configurations, filtered according to the cells that have for example the highest RACH failure rate.  
One additional benefit of sending the RACH failure rate to a gNB-DU is that even though a gNB-DU can benefit from receiving NR UE RACH Reports on accesses on its own cells, full RACH Report information on cells of other gNB-DUs is not useful to a receiving gNB-DU, especially when there is no active UE context. Sending the RACH failure rate seems to be a suitable compromise between required accuracy in the RACH information and the amount of communicated overhead.
Proposal 8: RACH failure rate can be sent from gNB-CU to gNB-DU through F1 interface to provide information on RACH accesses in neighbouring cells.
A gNB-DU receiving RACH failure rate information can determine if it is an aggressor to one of its neighbours and can control its parameters accordingly, e.g. to use less aggressive RACH power ramping on its own cells.
The RACH failure rate can be reported separately for NUL and SUL carriers.
Proposal 9: An NG-RAN node may forward the calculated RACH failure rate per SSB Index per cell to its neighbours, e.g., separately per NUL and SUL carriers.
Based on these proposals, we have submitted corresponding XnAP and F1AP CRs to the present meeting in R3-205206 and R3-205207.
Proposal 10: RAN3 is kindly requested to discuss and agree the XnAP and F1AP CRs submitted in R3-205206 and R3-205207.
3	Conclusion
Observation 1: Introduction of a RACH event notification from gNB-DU to gNB-CU to trigger collection of NR UE RACH Reports is not a reliable method to trigger RACH Report collection.
Observation 2: If a gNB-CU has an NR UE RACH Report available, it forwards it immediately to the relevant gNB-DU.
Proposal 1: There is no need for a RACH event notification from gNB-DU to gNB-CU to trigger collection of NR UE RACH Reports.
Proposal 2: gNB-CU sends to a gNB-DU a limited and filtered set of neighbouring PRACH Configurations to resolve PRACH Configuration conflicts.
Proposal 3: RACH failure rate is calculated at a gNB-DU, based on NR UE RACH Reports being sent from the gNB-CU to the gNB-DU and based on internal information on successful RACH procedures at the gNB-DU. 
Proposal 4: After RACH failure fate is calculated at the gNB-DU, the RACH failure rate is sent to its gNB-CU through F1 interface.
Proposal 5: If the NR UE RACH Report contains (only) RACH information on cells of a gNB-DU under the gNB-CU, the NR UE RACH report is forwarded to gNB-DU. If the NR UE RACH Report contains mixed RACH information both on cells of the gNB-DU and on other cells of other gNB-DUs (of the same or neighbouring gNB-CU), the NR UE RACH report may be filtered at the gNB-CU and the filtered NR UE RACH report (with the relevant RACH information) is forwarded to gNB-DU.
Proposal 6: RACH failure rate can be sent from gNB-CU to its neighbouring gNB-CUs through the Xn interface. The latter can use RACH failure rate information to filter the PRACH Configurations they send to their gNB-DUs.
Proposal 7: gNB-CU sends to a gNB-DU a limited set of neighbour PRACH Configurations, filtered according to the cells that have for example the highest RACH failure rate.  
Proposal 8: RACH failure rate can be sent from gNB-CU to gNB-DU through F1 interface to provide information on RACH accesses in neighbouring cells.
Proposal 9: An NG-RAN node may forward the calculated RACH failure rate per SSB Index per cell to its neighbours, e.g., separately per NUL and SUL carriers.
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