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Introduction

NR QoE SI [1] was approved with objectives list below.
	Study the potential RAN side solution for supporting a generic framework for triggering, configuring, measurement collection and reporting for various 5G use cases. [RAN3, RAN2]

Identify and study the potential solutions (e.g., LTE based solution, reusing MDT mechanism) for configuration and reporting of UE KPI information for certain services (e.g. latency). 

Study the potential interface impact and solutions (e.g. F1, NG, Xn interface) to support NR QoE functionality. [RAN3]


This contribution provides our view on these working objectives related to RAN3.S
Discussion
In the justification part of NR QOE SI [1], it is explained that the QOE study for NR is aiming for various types traffic introduced in NR, instead of only includes streaming type of traffic in LTE. It is suggested that Rel-17 NR QOE focus on more adaptive QoE management schemes that enable network intelligent optimization to satisfy user experience for diverse services. 5QI service requirements may not enough to provide good user experience for all the user requirements. Thus in the 5G network, RAN also needs to collect the user KPI information. 

Observation 1: In addition to UE provides QoE report, it is benefit for RAN collect the user KPI information relate to QoE measurement. Based on the two type measurement reports, Network is able to do the further optimization. 
One objective of the QOE is to study the generic mechanisms for NR QOE. It is because there are hundreds of new 5G service can be introduced into NR in the near future. When each of the services be introduced into the NR, NR QOE mechanism object may change by change. The situation is similar to the NR feature Unified Access control. 

In the LTE system, there are multiple Access barring schemes which were introduced in different releases for the support of different scenarios/use cases, as below:

ACB (Access Class Barring): Access barring mechanism based on the type of access attempt (e.g. mobile originating data or mobile originating signalling) and Access Class that the UE belongs to;

ACB Skip: ACB enhancements to allow the prioritization of MMTEL voice/video and SMS;

SSAC (Service Specific Access Control): Access barring mechanism for MMTEL voice/video originating calls;

EAB (Extended Access Barring): Access barring mechanism specific to machine-type communications;

AB for NB-IoT: Access barring mechanism specific for NB-IoT;

ACDC (Application specific Congestion control for Data Communication): Access barring mechanism for particular, operator-identified applications in the UE;

In LTE, the support of various access barring schemes significantly increase the specification complexity, UE complexity as well as testing complexity. Also, given that the checking order of multiple access barring schemes is fixed, i.e. SSAC->EAB->ACDC->ACB skip->ACB, restrictions are given to the access control function. 

A unified access control designed to solve the change of change situation, by leverage predefined categories , all future access control related requirement can be meet. If common measurement requirements of hundreds of new NR service can be identified, a generic framework for NR QOE can be designed.   
Observation 2: Similar like NR Unified access control mechanism, a generic framework of NR QOE can be designed with predefined list of measurement categories.  
Based on all above analysis, it needs to study the generic mechanisms of trigger, configuration and reporting for QoE measurement collection, including all relevant entities. Based on above, several related questions need to be clarified as below:
Q1: What types of traffic need to be considered and what are new requirement for NR QOE.

Q2: What RAN part parameters impact UE’s QOE and how to provide measures for these parameters. 

Q3: Focus on adaptive QoE management schemes and impact on RRM in RAN.

Q4: Generic framework for triggering, configuring, measurement collection and reporting of NR QoE.

The following sections capture each questions.  
Question 1: What types of traffic need to be considered and what are new requirement for NR QOE.
Several user case listed below during initial discussion forming the SI. As case 1 and 2 has already supported in LTE and case 3 is supported in NR Rel-15 (by URLLC feature) and case 4 and case 5 are also URLLC user cased and has been take into account in Rel-17 ( e.g. Physical enhancement for URLLC).   
Case 1: Streaming service

Case 2: MTSI: OTT voice

Case 3: AR/VR video service

Case 4: Real-time gaming

Case 5: uRLLC service, e.g. remote healthcare, smart factory

Given the fact that nearly all new use cases belongs to URLLC, it is necessary to consider other URLLC features list in [2] ‘s impact on NR.

The new use cases list in [2] includes Rail-bound mass transit, Building automation etc.

It is nothing in [2], Challenges to the 5G system captured the impact for 5G. The summary table can be found below: 

	User case name:
	Sub user case(s):
	Challenges to the 5G system

	Rail-bound mass transit
	Coexistence of MTTC service and CCTV
	-
Isolation of communication flows;

-
guarantee of user experienced data rates;

-
high communication service availability;

-
high communication service reliability.



	
	Coexistence of MTTC service and high data rate service with low priority
	Isolation of communication flows

	
	Set-up of emergency call
	-
Isolation of communication flows;

-
guarantee of user experienced data rates;

-
high communication service availability;

-
high communication service reliability.

	
	 CCTV offload / transfer of CCTV archives from commuter train to ground
	None

	
	Wireless communication between mechanically coupled train segments
	-
Guarantee of very high user experienced data rates over a short air gap.

-
Very high communication service availability;

-
Very high communication service reliability.

	
	Wireless communication between virtually coupled trains
	Guarantee of very long communication range for off-network communication link 

-
Very low end-to-end latency for off-network communication link

-
Service continuity in the application layer between on-network and off-network

	
	Anticipatory train control
	-
Inference of communication service availability in radio cells.

-
Signalling of communication service availability to users and a dedicated interface for so doing.

-
Mapping of (dynamic) radio cells and the availability of communication services onto spatial artefacts such as train lines.

-
Prediction of communication service availability.

	Building automation
	Environmental monitoring
	Every sensor reports their measurements and measurements are received with 99,999% reliability. The Local Controller collects these measurements and may transmit them to the building management System

	
	Fire detection
	

	
	Fire detection
	

	Factories of the Future
	Motion control
	Very stringent requirements on latency, communication service availability, and determinism.

Very stringent requirements on clock synchronicity between different nodes.

Transmission of rather small chunks of data, resulting in potentially significant relative overhead due to signalling, security, etc.

Potentially high density of UEs (sensors/actuators)



	
	transmission of non-real-time data
	Simultaneous transmission of non-critical NRT data and highly-critical motion control data with highest requirements in terms of latency and communication service availability over the same link and to the same device

Dynamic and efficient establishment and disengagement of NRT data transmission service

	
	seamless integration with Industrial Ethernet
	Seamless integration with (Industrial) Ethernet systems.

Support of certain mechanisms of the IEEE 802.1 protocol family, including IEEE 802.1Qbv (time-aware scheduling) and IEEE 802.1Q (VLANs).

Support of time synchronisation based on IEEE 1588.



	
	Control-to-control communication (motion subsystems)
	Stringent requirements on end-to-end latency, communication service availability, and determinism.

Very stringent requirements on synchronicity between different nodes.

Transmission of possibly large amounts of data per cyclic data transmission.

Potentially high density of UEs in the future



	
	Mobile control panels with safety functions
	Stringent requirements on end-to-end latency and jitter along with very stringent requirements on communication service availability.

-
Simultaneous transmission of non-critical (bi-directional) data and highly-critical safety traffic with stringent requirements in terms of latency and communication service availability to the same device.

-
The need for seamless mobility support (see the first item above).



	
	Mobile robots
	Very stringent requirements on latency, communication service availability, and determinism.
Very stringent requirements on clock synchronicity between different mobile robots.


	
	Massive wireless sensor networks
	-
large number of UEs per radio cell;

-
high aggregate user experienced data rate; 

-
local groups need to be formed; mesh topologies need to be realised;

-
low-latency requirements combined with high reliability;

-
automated attachment of UEs without services disruption for connected UEs;

-
interfaces to allow programmability of gateways;

-
packet prioritisation techniques to meet constraints for critical messages.



	
	Remote access and maintenance
	-
"Un-configured", sporadic network load, i.e., remote access injects traffic at a time not known during network setup.

-
Sporadic network traffic with a particular device must not disturb configured and already running communication

-
Low power operation of devices, i.e., long time periods without any communication but always ready to receive a request (or to open a session, link etc.)

-
Compatibility for > 25 years. Compatible means here that a device can be used in a 5G network for 25 years or more with the same or more functionality as during its initial setup (installation).



	
	Augmented reality
	-
very high data rate requirements along with low latency requirements.

-
the need for seamless mobility support.



	
	Process automation – closed-loop control
	-
stringent requirements on latency, communication service availability, and determinism (small jitter);

-
potentially high density of UEs in future.



	
	Process automation – process monitoring
	-
potentially harsh propagation environments with many metallic parts (pipes, tanks, supports);

-
potentially high density of UEs;

-
potentially large communication distance over multiple kilometres;

-
high energy-efficiency required in case of battery-driven sensors.



	
	Process automation – plant asset management
	-
potentially harsh propagation environments with many metallic parts (pipes, tanks, supports);

-
potentially high density of UEs;

-
potentially large communication distance over multiple kilometres;

-
high energy-efficiency required in case of battery-driven sensors.



	
	Connectivity for the factory floor
	-
Integration and connectivity with factory LANs, in particular real-time Ethernet. 

-
Support of local private deployment with KPIs that meet specific industrial requirements.

-
Providing isolation between machines involved in specific production processes and other parts of a factory network. For example, in Figure 5.3.14.1-1, there could be some firewall functions in the dedicated local core to allow for isolation.



	Smart city
	
	This use reuses several of the existing features of the 5G system such as dedicated network slices supporting scalability, minimum reserved capacity, and data isolation.

Special challenges to the 5G system associated with this use case are the protection of the integrity of the user data.



	....
	
	

	
	
	


Observations 3: QoE related RAN performance measurements requirements from various vertical traffic can be categorize into predefined metric. 

The metrics includes at least: stringent requirements on (end to end ) latency, communication service availability, determinism (small jitter), very high data rate requirements along with low latency requirements, high density of UEs, seamless mobility support, clock synchronicity between different nodes, Network slicing.

Observation: 4: QoE UE part measurements requirements can uses legacy solution, from new definition from SA4. 
Q2: What RAN part parameters impact UE’s QOE and how to provide measures for these parameters.
In UTRAN and E-UTRAN, QoE Measurement Collection for streaming services have been specified. But the 5G network will provide service for various kinds of vertical industries and various kinds of users, the 5QI service requirements may not enough to provide good user experience for all the user requirements. Thus in the 5G network, RAN also needs to collect the user KPI information, eg. E2E reliability statistic indicator, etc.

TS 38.314:

	Measurements
	Description

	Packet delay
	Packet delay includes RAN part of delay and CN part of delay.

The RAN part of DL packet delay measurement comprises:

-
D1 (DL delay in over-the-air interface), referring to Average delay DL air-interface in TS 28.552 [2] 5.1.1.1.1.

-
D2 (DL delay on gNB-DU), referring to Average delay in RLC sublayer of gNB-DU in TS 28.552 [2] 5.1.3.3.3.

-
D3 (DL delay on F1-U), referring to Average delay on F1-U in TS 28.552 [2] 5.1.3.3.2.

-
D4 (DL delay in CU-UP), referring to Average delay DL in CU-UP in TS 28.552 [2] 5.1.3.3.1.

The DL packet delay measurements, i.e. D1 (the DL delay in over-the-air interface ), D2 (the DL delay in gNB-DU), D3 (the DL delay on F1-U) and D4 (the DL delay in CU-UP), should be measured per DRB per UE.

The RAN part (including UE) of UL packet delay measurement comprises:

-
D1 (UL PDCP packet average delay, as defined in section 4.3.1.1).

-
D2.1 (average over-the-air interface packet delay, as defined in 4.2.1.2.2).

-
D2.2 (average RLC packet delay, as defined in 4.2.1.2.3).

-
D2.3 (average delay UL on F1-U, it is measured using the same metric as the  average delay DL on F1-U defined in TS 28.552 [2] section 5.1.3.3.2).

-
D2.4 (average PDCP re-ordering delay, as defined in 4.2.1.2.4).

The UL packet delay measurements, i.e. D1(UL PDCP packet average delay), D2.1(average over-the-air interface packet delay), D2.2(average RLC packet delay), D2.3(average delay UL on F1-U) and D2.4(average PDCP re-ordering delay), should be measured per DRB per UE. The unit of D1, D2.1, D2.2, D2.3 and D2.4 is 0.1ms.

For non CU-DU split case, RAN part of packet delay excludes the delay at FI-U interface, i.e. D2.3 and D3.
For the QoS monitoring in TS 23.501 [4], RAN informs the RAN part of UL packet delay measurement, or the RAN part of DL packet delay measurement, or both to the CN

	Number of active UEs in RRC_CONNECTED
	Mean number of Active UEs in the DL per DRB per cell

Max number of Active UEs in the DL per DRB per cell
10
Mean number of Active UEs in the UL per DRB per cell
11
Max number of Active UEs in the UL per DRB per cell
12
Mean number of Active UEs per cell
12
Max number of Active UEs per cell
13
Mean number of Active UEs per DRB per cell
13
Max number of Active UEs per DRB per cell

	Number of stored inactive UE contexts
	

	Packet Loss Rate
	Packet Uu Loss Rate in the DL per DRB per UE

	Other measurements defined in TS 28.552
	

	NR measurements performed by the UE
	Packet delay,UL PDCP Packet Average Delay per DRB per UE


TS 28.552 includes a bunch of measurements. 
Based on above analysis, most of QoE related RAN performance measurements requirements from various vertical traffic in the scope of current measurement technology e.g. MDT. 

For gaps between MDT and new performance evaluation requirement, can be mitigated by new RAN measurements. 
Observation 5: Most of QoE related RAN performance measurements can be conducted based on current technology, e.g. MDT mechanism. 

Observation 6: Gaps between current measurements and new requirements of NR QoE include clock synchronicity between different nodes, Network slicing can consider new measurements in RAN.
Q3: Adaptive QoE management schemes and impact on RRM in RAN.
Different UEs have different QoE requirements, resource allocation should be based on the UE’s requirements. QoE parameters can be defined as UE-specific and service related. In addition, QoE can be used as a criteria to evaluate network solutions. In the past, it was normally used the metrics such as throughput, capacity and coverage for performance evaluations for network solutions. By using QoE parameters, solutions could be evaluated in different aspects and more related to user and service experience.

Observation 7: The RRM on the RAN node has a time requirement for inputting QOE information, and the feedback information that different terminals can provide cannot be controlled in time.

The parameters on the RAN side have an effect on the QOE of the UE but the two types measurements cannot currently be correlated. When the QOE report is finally sent to the server for verification. However, when the server side performs the verification, the verification result does not have a corresponding measurement result on the RAN side. Even if there is a relevant RAN side measurement at that time, the two measurement results cannot be correlated. Therefore, we suggest that the SI need to consider how to correlate QOE measurement with RAN side QoS measurement.

Proposal 1: Need consider how to correlate UE QOE measurement result with RAN side QoE related measurement result (e.g. MDT) .

There may be some possible approaches for the adaptive QoE mechanism. 

Approach 1: Instant adaptive QoE mechanism

In this approach, UE side QoE report (e.g. defined based on SA4 requirement and conduct by UE) and RAN side Measurement report (e.g. MDT measurement report) can be copied and saved in the RAN node. The two type of reports can be instant input for RRM algorithm. RRM can take the reports into account and re-allocate resource for UE or tilt RAN parameter. The drawback of the approach is the standard and parameter are quite different from RRM with QoE and MDT. It is hard for RRM to directly use the information.
Approach 2: post-process adaptive QoE mechanism
In this approach, UE side QoE report and RAN side Measurement report (e.g. MDT measurement report) can be send to an analysis server. Combined the two type of reports, the post-process server can provide optimization indicator to RAN node. Based on the indicator, RAN node can optimize service for the various vertical traffic.
Proposal 2: Instant adaptive QoE mechanism and post-process adaptive QoE mechanism can be considered for NR QoE. 

Q4: Generic framework for triggering, configuring, measurement collection and reporting of NR QoE.
There are several approaches on the table: 
Approach 1: Reuse LTE QoE mechanism. 

The mechanism can be found in TS 38.300. However, the mechanism does not consider variously traffic in the RAN side. Therefore adaptive QoE mechanism is not supported.
Approach 2: take into account SA5 ‘s QOE collection mechanism [TS 28.405 ]   
The QoE Measurement Collection functionality in TS 28.405 is now completed. 

	TS 28.405
4.2
Management based activation in LTE
4.2.2.2
Handover between eNBs

The figure 4.1.2.1-1 and the text below describes the handling at handover between eNBs.
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However, the mechanism is not supported in stage 3 and pending for further check.

Approach 3: New NR QOE mechanism 
Instant and post-process adaptive QoE mechanism described in section 2.3 can be considered.
The mechanism can be start form LTE QoE mechanism.

3. Conclusion

In this contribution , observations and proposals are:
Observation 1: In addition to UE provides QoE report, it is benefit for RAN collect the user KPI information relate to QoE measurement. Based on the two type measurement reports, Network is able to do the further optimization. 

Observation 2: Similar like NR Unified access control mechanism, a generic framework of NR QOE can be designed with predefined list of measurement categories.

Observations 3: QoE related RAN performance measurements requirements from various vertical traffic can be categorize into predefined metric. 

The metrics includes at least: stringent requirements on (end to end ) latency, communication service availability, determinism (small jitter), very high data rate requirements along with low latency requirements, high density of UEs, seamless mobility support, clock synchronicity between different nodes, Network slicing.

Observation: 4: QoE UE part measurements requirements can uses legacy solution, from new definition from SA4. 

Observation 5: Most of QoE related RAN performance measurements can be conducted based on current technology, e.g. MDT mechanism. 

Observation 6: Gaps between current measurements and new requirements of NR QoE include clock synchronicity between different nodes, Network slicing can consider new measurements in RAN.

Observation 7: The RRM on the RAN node has a time requirement for inputting QOE information, and the feedback information that different terminals can provide cannot be controlled in time.

Proposal 1: Need consider how to correlate UE QOE measurement result with RAN side QoE related measurement result (e.g. MDT).

Proposal 2: Instant adaptive QoE mechanism and post-process adaptive QoE mechanism can be considered for NR QoE. 

Proposal 3: Corresponding TP for TR can be found in [3].
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