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Discussion
Deployment of slicing in some operators’network involves tens to hundreds of slices to enable appropriate differentiation based on different service types and based on different tenants.

Fifteen values for the priority level field of ARP is not enough to accommodate prioritization of incoming QoS flows requests considering that these requests may correspond to different slices among which an operator may want to arbitrate. Extension of this priority level field range above 15 is necessary.
For example, imagine a QoS flow of S-NSSAI 1 needs to pre-empt among vulnerable QoS flows of S-NSSAI 2, 3, 4 and the operator prefers in this case to pre-empt a QoS flow of S-NSSAI 4 compared to pre-empting a QoS flow of S-NSSAI 2 or 3; then it can allocate the priority levels using ranges such as:

S-NSSAI 2: priority levels from 1 to 15

S-NSSAI 3: priority levels from 16 to 30

S-NSSAI 4: priority levels from 31 to 45

In this case the QoS flows of S-NSSAI 4 will be pre-empted in priority.

At the same time, in the example above a range of fifteen values remains available to prioritize among vulnerable QoS flows within a given slice.
This is of course one solution among others.
Solution 1: increase the number of priority levels in the ARP from 15 to 256 values.
Increasing the number of priority levels can help prioritizing among slices and determining which QoS flow of which slice should rather be pre-empted in case of congestion but it may not answer all needed cases.
Taking again a simple example, in case of congestion the operator may accept to:

· pre-empt QoS flows of S-NSSAIs 2, 3, 4 to help an admission of a QoS flow of S-NSSAI 1,
· pre-empt QoS flows of S-NSSAI 4 only to help an admission of a QoS flow of S-NSSAI 2.

· not pre-empt any QoS flow of S-NSSAIs 1, 2, 3 if this is to help the admission of a QoS flow of S-NSSAI 4.

For instance, QoS flows of S-NSSAI 3 (eMBB) are vulnerable for incoming calls of S-NSSAI 1= VoNR

but not vulnerable for incoming calls of S-NSSAI 4= IOT.
The example above relates to prioritization among service types, but obviously such arbitration can obviously also be very useful among tenants which are customers of the operator.

Solving the second example problem above would need to evolve the vulnerability from an absolute parameter into a slice-relative parameter.

Two additional solutions can be envisioned for this which differ based on which granularity is desired:

Solution 2: slice-based prioritization
Like in the example above, a simple vulnerable table can be built and can be exchanged at e.g. NG setup such as follows where the list of vulnerable S-NSSAIs is set per S-NSSAI:
9.2.6.2
NG SETUP RESPONSE

This message is sent by the AMF to transfer application layer information for an NG-C interface instance.

Direction: AMF ( NG-RAN node
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Message Type
	M
	
	9.3.1.1
	
	YES
	reject

	AMF Name
	M
	
	9.3.3.21 
	
	YES
	reject

	S-NSSAI Priority List
	O
	
	
	
	YES
	reject

	 >S-NSSAI Priority Item
	
	1..<maxnoofS-NSSAIs>
	
	
	-
	

	   >>S-NSSAI
	M
	
	9.3.1.24
	
	-
	

	   >>Vulnerable S-NSSAI List
	M
	1..<maxnoofS-NSSAIs> 
	
	
	-
	

	        >>>S-NSSAI
	M
	
	9.3.1.24
	
	-
	


Solution 3: user-based prioritization
Another more granular option is to enable the operator to set the list of vulnerable S-NSSAIs per user, signaling this into the ARP such as follows:
9.3.1.19
Allocation and Retention Priority

This IE specifies the relative importance of a QoS flow compared to other QoS flows for allocation and retention of NG-RAN resources.

	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description

	Priority Level
	M
	
	INTEGER (1..15)
	Desc.: This IE defines the relative importance of a resource request (see TS 23.501 [9]).



	Pre-emption Capability
	M
	
	ENUMERATED (shall not trigger pre-emption, may trigger pre-emption, …)
	Desc.: This IE indicates the pre-emption capability of the request on other QoS flows (see TS 23.501 [9]).



	Pre-emption Vulnerability
	M
	
	ENUMERATED (not pre-emptable, pre-emptable, …)
	Desc.: This IE indicates the vulnerability of the QoS flow to pre-emption of other QoS flows (see TS 23.501 [9]).



	Vulnerable S-NSSAI List
	O
	1..<maxnoofSNSSAIs>
	
	Indicates S-NSSAIs of the vulnerable QoS flows which are included in the pre-emption process. 
This IE may be present only if the Pre-emption Capability IE is set to “may trigger pre-emption”.

	   >>S-NSSAI
	
	
	9.3.1.24
	


Proposal: discuss the solutions for helping admission control to cope with use cases involving numerous slices requiring prioritization.

Conclusion and Proposals
This paper has provided examples of the current limitation for operators to arbitrate among slices in the admission control process (pre-emption, priority levels, etc..) and proposed a few possible solutions to solve this problem (there may be others):
Solution 1: increase the number of priority levels in the ARP from 15 to 256 values.

Solution 2: slice-based prioritization: list of vulnerable slices in NG Setup.

Solution 3: user-based prioritization: list of vulnerable slices in the ARP.

Proposal: discuss the solutions for helping admission control to cope with use cases involving numerous slices requiring prioritization. 

An example CR implementing the most granular solution 3 is presented in [2] showing how it integrates into the current pre-emption algorithm.
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