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1 Introduction
In TR 37.816, SN change related failures was descried as follow:
	SN change-related failures can be categorized as follows:

-
Failures due to too late SN change triggering: an SCG failure occurs after the UE has stayed for a long period of time in the cell of the SN; the MN makes decisions for UE, making UE to establish the radio link connection in a different SN.

-
Failures due to too early SN change triggering: an SCG failure occurs shortly after a successful SN change from a source SN to a target SN or a SN change failure occurs during the SN change procedure; the MN makes decisions for UE, making UE to re-establish the radio link connection in the source SN.

-
Failures due to change to wrong SN triggering: an SCG failure occurs shortly after a successful SN change from a source SN to a target SN or a SN change failure occurs during the SN change procedure; the MN makes decisions for UE, making UE to establish the radio link connection in a SN other than the source SN or target SN.

The detection solution enabled by the RLF Indication and HO Report procedures can be reused, the corresponding messages may be signalled between the MN and SN, and/or among the involved SNs.

-  In case of MN trigger SN change, MN can obtain the SCG failure information from UE directly when SCG RLF occurs. 
-  In case of SN trigger SN change, MN should inform the SN about the SN change failure to help SN adjust SN change related measurement event thresholds.


In RAN3#107 e-meeting, the SN change failure optimization has been discussed but no consensus was reached. Due to time constraints for R16, it was agreed to postpone the normative of MRO of SN change failure to Rel-17. 
In this document we discussed the solutions for SN change failure optimization and give our proposals.
2 Discussion
In RAN3#107 e-meeting, based on the discussion, the following three options are reached for further consideration:

Option 1: The MN perform root cause analysis of SN change failure and sends the result to SN.
Option 2: SN perform root cause analysis.
Option 3: The MN first performs root cause analysis and provides the result to the SN as assistant information, while providing other assistant information such as SCGFailurereport, and the SN performs the final optimization.
The SN change failure may be caused by MN-initiated SN change or SN initiated SN change, we will analyse these two scenarios separately.

MN-initiated SN change failure:
For MN initiated SN change failure, the MN receive the SCGfailureinformation from the UE, in this way, the MN knows that an RLF occur in the SN. It is reasonable for MN to root cause by itself and adjust the parameters related to MN-initiated SN change based on the analysed results.
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(Figure 1, MN-initiated SN change failure – MN preform MRO analysis)
Considering the MN may remove the SN related UE context when the MN-initiated SN change success, therefore, in the SN change failure optimization scenario, the MN can get the SN change failure related information through below three options: 
1) MN keeps the SN related UE context for a while by itself;

2) The last serving SN forward the UE context to the MN once the RLF occurs. 
3) The UE includes the SN change failure information in SCGFailurereport, i.e. source PSCell Id, failed PSCell Id, timeConnFailure.
Each options have pros and cons, option 1 will occupy the memory resource of the MN while it has less influence on Xn/X2 signalling and UE; option 2 needs more Xn/X2 signalling while it can reduce the storage pressure of the MN and has no impact on UE; option3 requires information reported by the UE and need RAN2 assistance while it can reduce the load of network storage and transmission of SN change failure related information.
From our point of view, the option1 for which MN keeps the UE context for a while by itself is the most adopted way, since it has less impact on current specification. The MN can calculate the time between the SN change initialization to the connection failure, and ask the source SN and target SN to provide PSCell ID through SN Addition Request/ SN Addition Request Acknowledge message, the MN can also get the SN failure type through SCGfailureinformation provided by UE. As long as MN stores the necessary information, it can be used for MN to root cause when MN-initiated SN Change failure occurs. The amount of necessary information is not very large and will not occupy too much memory resource of the MN.
Proposal 1: For MN-initiated SN Change failure, the MN should perform root cause analysis.
Proposal 2: MN should store the SN related UE context (i.e. source PScell ID, target PScell ID and the time between SN change initialization to connection failure) for MRO.
SN-initiated SN change failure:
For SN initiated SN change failure, there are two methods for detecting SN change failure:
1) MN preform MRO analysis and send SN failure report to source SN, details in figure 2.
2) MN send SN Change Failure Information to the last serving SN then the last serving SN perform MRO analysis; if the last serving SN is the target SN, it should send SN failure report to source SN, details in figure 3&4.
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(Figure 2, SN-initiated SN change failure – MN preform MRO analysis)
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(Figure 3, SN-initiated SN change failure – S-SN preform MRO analysis)
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(Figure 4, SN-initiated SN change failure – T-SN preform MRO analysis)
From our point of view, both option 1 and option 2 can be adopted. If MN performs MRO analysis, it should store the SN related UE context (similar as MN-initiated SN change failure analysis), and send the result (i.e. SN failure report) to source SN, the source SN can adjust the parameters related to the SN-initiated SN change. In this solution, only a new X2/Xn message (i.e. SN failure report) should be introduced, it has less impact on current specification. Therefore, the MN perform MRO analysis for SN-initiated SN change failure should be supported.
If SN performs MRO analysis, the MN should send SN Change Failure indication and SCGfailureinformation received from the UE to the last serving SN. The SN performs MRO analysis and if it is the target SN in a SN change procedure, the target SN should send the SN failure report to the source SN, the source SN can adjust the parameters related to the SN-initiated SN change.
By supporting SN to perform MRO analysis, the processing pressure on the MN side can be reduce to a certain degree. RAN3 can specify both MN and SN can perform MRO analysis and let the network implementation to decide which node perform root cause analysis when a SN-initiated SN change failure occurs. For example, when MN has low load and powerful storage capacity, the MN will perform MRO analysis and send the SN failure report to source SN; when MN memory is small and the load is large, the MN will send necessary information and SN Change Failure indication to SN, the SN which receives the SN Change Failure indication should perform the MRO analysis.
Proposal 3: For SN-initiated SN Change failure, both MN and SN can perform MRO analysis, it is up to network implementation to decide which node perform root cause analysis.

Proposal 4: New X2/Xn message such as SN failure report (MN to SN, T-SN to S-SN) and SN Change Failure Information (MN to SN) should be introduced. 
3 Conclusion
In this paper, we discussed the solutions for SN change failure optimization and give our proposals as below:
Proposal 1: For MN-initiated SN Change failure, the MN should perform root cause analysis.
Proposal 2: MN should store the SN related UE context (i.e. source PScell ID, target PScell ID and the time between SN change initialization to connection failure) for MRO.
Proposal 3: For SN-initiated SN Change failure, both MN and SN can perform MRO analysis, it is up to network implementation to decide which node perform root cause analysis.

Proposal 4: New X2/Xn message such as SN failure report (MN to SN, T-SN to S-SN) and SN Change Failure Information (MN to SN) should be introduced. 
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