[bookmark: _Ref452454252]3GPP TSG-RAN WG3 Meeting #109-e	R3-204839
[bookmark: _Hlk490060723]E-meeting, 17-27 August, 2020


Agenda item:	17.2
Source:	Nokia, Nokia Shanghai Bell
Title:	Use Cases for Network Slice Service Continuity
Document for:	Discussion
1	Introduction
Service continuity during intra-RAT handover for network slices that are not supported by the neighboring target gNBs is one of the key objectives of the Study on Enhancement on RAN Slicing [1]. 
This paper describes potential use cases for service interruptions that may happen at network slice border regions. Such interruptions would negatively affect the network slice QoS and user experience and therefore mechanism are required to ensure service continuity of network slices.
2	Discussion
Network slicing is a key 5G feature to provide customized communication services. Some of those customized services could also be deployed only in a limited coverage area as requested by the network slice tenant, for example, an industrial complex, enterprise campus, commercial area, etc. For such network slices, the network operator has to map the geographical coverage requirements of the network slice tenant to an equivalent radio coverage deployment for ubiquitous slice coverage.
Figure 1 below shows an example deployment scenario of a network slice with limited coverage requirements. Here, Slice A is only supported in Cell 1 and Cell 3, whereas the Slice MNO is supported in all three cells to ensure some basic connectivity by the operator. 
It is assumed that the slice border for Slice A is defined by the network operator using some network planning tools and based on the requirements of the network slice tenant. However, the actual radio coverage of the cells as well as user behaviors like mobility pattern can only be verified after the actual activation of the network slices in the network. In some cases, it might become visible after the network slice activation that the network slice radio coverage border is not fully compliant with the actual user mobility and traffic patterns. This can happen either due to some mismatch between the radio planning and actual radio coverage or some mismatch in the assumed mobility patterns and the actual ones.
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Figure 1: Example deployment for a Network Slice with limited coverage requirements
Observation: For network slices with limited coverage requirements, it is possible that a mismatch between the planned network slice border and the actual network slice radio border becomes visible after the actual deployment and activation of the network slice.
Such mismatch between planned and actual network slice borders would impact the service continuity and QoS of the network slice at those border regions. 
Three types of user movements could be distinguished that would be impacted by the non-availability of Slice A in the Cell 2. 
UE1: this UE moves out of the Slice A coverage area momentarily and comes back to the Slice A supporting area.
UE2: this UE moves out of the Slice A coverage area for small amount of time and then comes back to the Slice A supporting area again.
UE3: this UE moves out of the Slice A coverage area and then stays in the Slice Anon-supporting area.
Rel-15 mobility procedures mandate that target gNBs would reject any PDU sessions for the incoming UEs that belong to network slices that the target gNBs do not support. Therefore, in the above scenario, for all the UEs, when they execute a handover to Cell 2 from Cell 1, all PDU sessions belonging to the Slice A would be terminated and Slice A service would be interrupted. 
From the above picture, we see that actually two types of use cases would apply:
USE CASE 1: Mismatch between expected and actual slice coverage
From the mobility pattern it is visible that UE1 and UE2 only moves out of the Slice A coverage area for a very short period and then come back to the Slice A supporting coverage area. This could be one of the indications that there is some mismatch between the network slice planning and actual deployment or the assumed mobility patterns and the actual mobility patterns. Therefore, mechanisms are required to detect such problems as well to rectify them in order to minimize the service interruptions experienced by UEs at network slice border areas.
USE CASE 2: Fallback from expected slice coverage
[bookmark: _Hlk46928999]From the mobility pattern it is visible that UE3 leaves the Slice A supporting area. This could be the case for the user which belongs to the factory/campus where Slice A is available and moves away at off hours.
Because the user belongs to the factory/campus, it is allowed to use the service(s) of Slice A while staying on Slice A supporting area. When leaving the area, the tenant/operator may still prefer to continue the service even in a degraded or non-optimal mode in order to avoid the interruption of service. 
Proposal 1: It is proposed that RAN3 agrees the TP below to capture the two use cases.
Proposal 2: It is proposed that RAN3 discusses which use cases to address for network slice service continuity during mobility at network slice border areas.
[bookmark: _Hlk46927596]3	Conclusion
This paper has investigated use cases that could lead to interruption of service due to non-support of the slice at target NG-RAN node and has made following proposals:
Proposal 1: It is proposed that RAN3 agrees the TP below to capture the two use cases.
Proposal 2: It is proposed that RAN3 discusses which use cases to address for network slice service continuity during mobility at network slice border areas.
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Editor Note: capture the use cases description and benefits of the use cases
6.1.1	Mismatch between expected and actual slice coverage
Editor Note: capture the use cases description and benefits of the use cases
Network slicing is a key 5G feature to provide customized communication services. Some of those customized services could also be deployed only in a limited coverage area as requested by the network slice tenant, for example, an industrial complex, enterprise campus, commercial area, etc. For such network slices, the network operator has to map the geographical coverage requirements of the network slice tenant to an equivalent radio coverage deployment for ubiquitous slice coverage.
Figure 1 below shows an example deployment scenario of a network slice with limited coverage requirements. Here, Slice A is only supported in Cell 1 and Cell 3, whereas the Slice MNO is supported in all three cells to ensure some basic connectivity by the operator. 
It is assumed that the slice border for Slice A is defined by the network operator using some network planning tools and based on the requirements of the network slice tenant. However, the actual radio coverage of the cells as well as user behaviors like mobility pattern can only be verified after the actual activation of the network slices in the network. In some cases, it might become visible after the network slice activation that the network slice radio coverage border is not fully compliant with the actual user mobility and traffic patterns. This can happen either due to some mismatch between the radio planning and actual radio coverage or some mismatch in the assumed mobility patterns and the actual ones.
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[bookmark: _Hlk47473152]Figure 1: Example deployment of mismatch between expected and actual slice coverage
From the mobility pattern it is visible that UE1 and UE2 only moves out of the Slice A coverage area for a very short period and then come back to the Slice A supporting coverage area. This could be one of the indications that there is some mismatch between the network slice planning and actual deployment or the assumed mobility patterns and the actual mobility patterns. Therefore, mechanisms are required to detect such problems as well to rectify them in order to minimize the service interruptions experienced by UEs at network slice border areas.
6.1.2	Fallback from expected slice coverage
Editor Note: capture the use cases description and benefits of the use cases
From the mobility pattern it is visible that UE3 in the above figure 1 leaves the Slice A supporting area. This could be the case for the user which belongs to the factory/campus where the Slice A is available and moves away at off hours.
Because the user belongs to the factory/campus, it is allowed to use the service(s) of Slice A while staying on slice A supporting area. When leaving the supporting area, the tenant/operator may still prefer to continue the service even in a degraded or non-optimal mode in order to avoid the interruption of service. 
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Figure 2: Example deployment of Fallback from expected slice coverage
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