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1		Introduction
RAN plenary approved WI NR_MBS in RP-201316. 
The set of objectives includes:
	· Specify RAN basic functions for broadcast/multicast for UEs in RRC_CONNECTED state [RAN1, RAN2, RAN3]:
· Specify a group scheduling mechanism to allow UEs to receive Broadcast/Multicast service [RAN1, RAN2]
· This objective includes specifying necessary enhancements that are required to enable simultaneous operation with unicast reception.
· Specify support for dynamic change of Broadcast/Multicast service delivery between multicast (PTM) and unicast (PTP) with service continuity for a given UE [RAN2, RAN3]
· Specify support for basic mobility with service continuity [RAN2, RAN3]
· Assuming that the necessary coordination function (like functions hosted by MCE, if any) resides in the gNB-CU, specify required changes on the RAN architecture and interfaces, considering the results of the SA2 SI on Broadcast/Multicast (SP-190625) [RAN3]
· Specify required changes to improve reliability of Broadcast/Multicast service, e.g. by UL feedback. The level of reliability should be based on the requirements of the application/service provided.[RAN1, RAN2]
· Study the support for dynamic control of the Broadcast/Multicast transmission area within one gNB-DU and specify what is needed to enable it, if anything [RAN2, RAN3]
· Specify RAN basic functions for broadcast/multicast for UEs in RRC_IDLE/ RRC_INACTIVE states [RAN2, RAN1]:
· Specify required changes to enable the reception of Point to Multipoint transmissions by UEs in RRC_IDLE/ RRC_INACTIVE states, with the aim of keeping maximum commonality between RRC_CONNECTED state and RRC_IDLE/RRC_INACTIVE state for the configuration of PTM reception. [RAN2, RAN1].
Note: the possibility of receiving Point to Multipoint transmissions by UEs in RRC_IDLE/ RRC_INACTIVE states, without the need for those UEs to get the configuration of the PTM bearer carrying the Broadcast/Multicast service while in RRC CONNECTED state beforehand, is subject to verification of service subscription and authorization assumptions during the WI.



This contribution provided some details to the above objective highlighted in yellow. 
[bookmark: _Toc449541143]2		Discussion
Architecture based on LTE MBMS
In LTE MBMS, the RAN architecture is shown below:



According TS 36.300 [2], the Multi-cell/multicast Coordination Entity (MCE) has the following functionalities
-	the admission control and the allocation of the radio resources used by all eNBs in the MBSFN area for multi-cell MBMS transmissions using MBSFN operation. The MCE decides not to establish the radio bearer(s) of the new MBMS service(s) if the radio resources are not sufficient for the corresponding MBMS service(s) or may pre-empt radio resources from other radio bearer(s) of ongoing MBMS service(s) according to ARP. Besides allocation of the time/ frequency radio resources this also includes deciding the further details of the radio configuration e.g. the modulation and coding scheme.
-	deciding on whether to use SC-PTM or MBSFN.
-	counting and acquisition of counting results for MBMS service(s).
-	resumption of MBMS session(s) within MBSFN area(s) based on e.g. the ARP and/or the counting results for the corresponding MBMS service(s).
-	suspension of MBMS session(s) within MBSFN area(s) based e.g. the ARP and/or on the counting results for the corresponding MBMS service(s).
Essentially, MCE acts as a controller of MBMS in between the MME and eNB.
Observation 1: MCE acts as controller for MBMS between the MME and eNB.
Architecture based on 5GC
According to TR 23.757 [1], there are two architecture options under consideration:
1. Architecture based on 5GC unicast




2. Architecture based on dedicated MBS function


Observation 2: There are two architecture options defined in TR 23.757 [1]:
1. Architecture based on 5GC unicast
2. Architecture based on dedicated MBS function
Both architecture options suggested to reuse the N2 interface, but with new functions to support MBS control.
Observation 2:  gNB-CU with an enhanced NGAP can support MBS via the N2 interface for either architecture option
Based on the above observation, we conclude that gNB-CU can absorb the functionalities of MBE, and hence propose the following:
Proposal 1: To support MBS in 5GC, there is no need to introduce an MCE equivalent network element to handle MBS control signalling. All MBS related signalling from AMF and be handled by gNB-CU.
Selection of PTM/PTP
In TR 23.757[1] section 4.4, it stated that from the RAN perspective, two delivery methods are available for the transmission of MBS packet flows over radio:
-	Point-to-Point (PTP) delivery method: a RAN node delivers separate copies of MBS data packet over radio to individual UE.
-	Point-to-Multipoint (PTM) delivery method: a RAN node delivers a single copy of MBS data packets over radio to a set of UEs.


While the exact PTM delivery method to use is the responsibility of RAN1 and RAN2. RAN3 can start discussing at high level where the decision to use PTP/PTM should reside. In gNB-DU or gNB-CU?
Since gNB-CU is the central unit that controls the operation and configuration of one or more gNB-DU, then gNB-CU should be the logical unit that configure and control the gNB-DU to transmit in PTP or PTM.
The gNB can take MBS assistance information from AMF to assist in making decision on PTP/PTM. The MBS assistance information might include but not limited to the following:
· suggested number of UEs for multicast delivery. When the number of UEs receiving or interested in the MBS service in a cell or in the NG-RAN node reaches this number, multicast delivery mode is preferable;
· number of UEs receiving or interested in the MBS service in a cell of the NG-RAN node or in the NG-RAN node, based on the statistics or prediction by the CN;
· delivery mode information for an MBS session or QoS flow, e.g. whether unicast and/or multicast delivery mode are allowed;
· NG-RAN performance, e.g. congestion status, communication performance, based on the statistics or prediction by the CN;
· suggested delivery mode based on NG-RAN performance;
· information of MBS services/groups subscribed by the UE, e.g. TMGI;
· UE capabilities, e.g. whether the UE supports multicast/broadcast delivery mode;
The gNB-CU can also request status from gNB-DU to assist in making decision on PTP/PTM. The information can include but not limited to the following:
· Number of UE on PTP MBS
· Radio Resource Status (depends on RAN1 requirements)
Proposal 2: gNB-CU should be the logical node that decides on use of PTP or PTM, based on the information provided by AMF and report from gNB-DU.
3		Conclusion

In the present contribution we make the following observations:
Observation 1: MCE acts as controller for MBMS between the MME and eNB.
Observation 2: There are two architecture options defined in TR 23.757 [1]:
Observation 2:  gNB-CU with an enhanced NGAP can support MBS via the N2 interface for either architecture option
Based on the discussion in the present contribution and the observations above we propose: 
Proposal 1: To support MBS in 5GC, there is no need to introduce an MCE equivalent network element to handle MBS control signalling. All MBS related signalling from AMF and be handled by gNB-CU.
Proposal 2: gNB-CU should be the logical node that decides on use of PTP or PTM, based on the information provided by AMF and report from gNB-DU.
4		Reference
[1] TR 23.757 “Study on architectural enhancement for 5G multicast-broadcast services”
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image1.emf
 

  

EUTRAN      EPC    

MBMS   

GW     

MME     

eNodeB     

MCE     

M3    

M1    

M2     Sm    


oleObject1.bin
[image: image1.emf][image: image2.emf]

 







Sm







 







M2







 







M1







 







M3







 







MCE







 







eNodeB







 







MME







 







GW







MBMS 







 







EPC







 







EUTRAN







 












image2.emf
AMF

UPF SMF

N11

N2

AF / 

Service Layer

NEF/PCF

N6

Data

RAN 

node

RAN

node

Service 

Area

N2

N5/Nnef

Transport

Service Control

N7

N4 N9


Microsoft_Visio_Drawing.vsdx
AMF
UPF
N3
SMF
N11
N2
AF / 
Service Layer
NEF/PCF
N6
Data
RAN node
RAN
node
N3
Service Area
N2
N5/Nnef
Transport
Service
Control
N7
N4
N9



image3.emf
 

UE  

AMF  

MB  -  

UPF  

MB  -  SMF  

NEF  

MBSU  

AF  

NG  -  RA  N  

Uu  

N  2  

N  3  

N11  

N29  

N  6  

N 4  

Ny  

NxMB  -  U  

N  6  

PCF  

N 30  

MBSF  

N33  

N 7  


oleObject2.bin


N4







N7







N30







PCF







6







N







6







N







N







3







UPF







MBSF







NEF







AF







N33







SMF







-







Uu







N







RA







-







NG







MBSU







-







MB







UE







N29







N11







N







2







AMF







U







-







NxMB







Ny







MB












image4.emf
5G RAN

5G CN

        

Replication UE

                               

PTM or PTP

                               

over radio

UE

UE

UE

 MBS traffic-

PDU Sessions

Individual MBS 

Traffic Delivery


Microsoft_Visio_Drawing1.vsdx
5G RAN
5G CN
Replication
UE

PTM or PTP
                               over radio
UE
UE
UE
Shared Transport
MBS traffic-
PDU Sessions

Individual MBS Traffic Delivery
Shared MBS Traffic delivery
PDU Sessions



