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1. Introduction
[bookmark: OLE_LINK1][bookmark: OLE_LINK2]In the RAN#86 meeting, a new Work Item on NR Multicast and Broadcast Services was approved [1]. This WI will provide the support in RAN for Objective A (Enabling general MBS services over 5GS) as much as possible, consistently with TR 23.757[2]. The corresponding objectives related to RAN3 are listed as follows:
a) Specify support for dynamic change of Broadcast/Multicast service delivery between multicast (PTM) and unicast (PTP) with service continuity for a given UE [RAN2, RAN3]
b) Specify support for basic mobility with service continuity [RAN2, RAN3]
c) Assuming that the necessary coordination function (like functions hosted by MCE, if any) resides in the gNB-CU, specify required changes on the RAN architecture and interfaces, considering the results of the SA2 SI on Broadcast/Multicast (SP-190625) [RAN3]
d) Study the support for dynamic control of the Broadcast/Multicast transmission area within one gNB-DU and specify what is needed to enable it, if anything [RAN2, RAN3]
In this contribution, we will discuss the NG-RAN architecture to support NR MBS. 
2. Background 
During the SA2 study phase, there are lots of discussion on the architectural enhancements to support 5G MBS. Before we start the discussion of potential impacts on RAN architecture and interfaces, we would like to introduce the SA2 progress on Multicast/Broadcast service.
2.1 5G MBS system architecture alternatives
· Baseline architecture 1: 5G MBS system architecture based on unicast 5GC
This solution relies on enhancing the existing 5GS network functions, NG-RAN and UE currently only supporting PTP transport, to support PTM transport. Figure 1 shows the 5G system architecture for integrated PTM with PTP. 


· Figure A.1.1-1: 5GS enhancement for Multicast support
· Baseline architecture 2: 5G MBS system architecture based on dedicated MBS Function
This solution relies on introducing new functional components and necessary enhancement to the existing entities. Figure 2 illustrates single architecture for MBS in 5GS. MB-SMF, MB-UPF, MBSF and MBSU are functional components, which can be standalone or co-locate with existing Network function. MB-SMF is an SMF enhanced to control MB Sessions and MB-UPF is a UPF enhanced with MBS user plane function. The MBSU is aware of the content stream and is capable of transforming the content stream required by the service requirement. The MBSF is a function which may be part of NEF or be deployed independently which can support TMGI allocation or other MBS signaling for the service level management.
[image: ]
Figure A.2.2-1: 5GS Architecture supporting MBS
Observation 1: During SA2 discussion, two architectural alternatives are listed for 5G MBS system: one is based on unicast 5GC and the other one is based on dedicated MBS Function.
2.2 MBS Traffic delivery methods 
MBS traffic needs to be delivered from a single data source (Application Service Provider) to multiple UEs. Depending on many factors, multiple delivery methods may be used to deliver MBS traffic in the 5GS.
The following two delivery methods are possible between RAN node and 5G CN. And based on the discussion in SA2, majority companies prefer shared N3 tunnel method:
-	5GC Individual MBS traffic delivery method: 5G CN receives a single copy of MBS data packets and delivers separate copies of those MBS data packets to individual UEs via per-UE PDU sessions.
-	5GC Shared MBS traffic delivery method: 5G CN receives a single copy of MBS data packets and delivers a single copy of those MBS packets packet to a RAN node, which then delivers them to one or multiple UEs
If 5GC Individual MBS traffic delivery method is supported, a same received single copy of MBS data packets by the CN may be delivered via both 5GC Individual MBS traffic delivery method for some UE(s) and 5GC Shared MBS traffic delivery method for other UEs.
From the viewpoint of RAN, (in case of the shared delivery) two delivery methods are available for the transmission of MBS packet flows over radio:
-	Point-to-Point (PTP) delivery method: a RAN node delivers separate copies of MBS data packet over radio to individual UE.
-	Point-to-Multipoint (PTM) delivery method: a RAN node delivers a single copy of MBS data packets over radio to a set of UEs.
A RAN node may use a combination of PTP/PTM to deliver an MBS packet to UEs.
As depicted in the following figure, Shared PTP or PTM delivery method and Individual delivery method may be used at the same time for a 5G MBS session depending on selected solution.


Figure 4.4‑1: Schematic showing delivery methods
Observation 2: In SA2, majority of companies support PTP or PTM delivery method for RAN node with shared N3 tunnel used between RAN node and 5GC.
3. RAN architecture and interfaces
3.1 RAN architecture 
As described in observation 1, there are two architectural alternatives for 5G MBS. Although it is still FFS on which alternative to use in 5G MBS, the same RAN architecture can be used for both alternatives from the perspective of RAN. More specifically, the existing NG-RAN architecture in Figure 1 below is sufficient to be reused to support NR MBS, i.e. gNB connecting to 5GC via NG interface.


Figure 1: Overall architecture
Proposal 1: Reuse existing NG-RAN Architecture to support NR MBS, i.e. gNB connecting to 5GC via NG interface.
Regarding objective a): Specify support for dynamic change of Broadcast/Multicast delivery between multicast (PTM) and unicast (PTP) with service continuity for a given UE [RAN2, RAN3]. There are two methods for switching between PTP and PTM. One is the CN based switching (based on the rules from the SMF) and the other one is the NG-RAN based switching.  For 5G MBS, it is more efficiently and flexible for RAN to make the decision on whether to use PTP or PTM, which is also the preference for SA2 according to the SA2 assumption in TR 23.757. 
Proposal 2:  It is up to the gNB to make the decision on whether to use PTP or PTM.
If proposal 2 is adopted, more specifically, RAN3 need to discuss which logical node of NG-RAN, especially gNB-CU or gNB-DU makes the decision on whether to use PTP or PTM:
· Option 1: gNB-CU-based mode switching 
· Option 2: gNB-DU based mode switching 
Based on comparison in [3], we can find that each of the two options has pros and cons, e.g. in case that the mode switching is made based on layer 1 related information (e.g. beam or channel conditions), option 2 is slightly preferable due to the flexibility and low switching latency. It is needed for RAN3 to further discuss on whether gNB-CU or gNB-DU to make the decision on PTP and PTM.  
Proposal 3: Further discuss whether gNB-CU or gNB-DU to make the decision on PTP and PTM.
3.2 NG interface 
Based on our understanding, it is up to the core network to establish legacy unicast PDU session or a MBS session to provide the service to a UE. About how to establish the MBS session, SA2 has discussed several solutions, for example:
Option 1: Enhanced PDU session establishment procedure (refer to TR 23.757 section 6.3 Solution #3)
[bookmark: _GoBack]This solution uses per-UE PDU session management procedure, AMF sends request to the gNB using e.g. the PDU Session Resource Setup Request message enhanced with multicast related information (including multicast group identity), and the gNB uses the multicast group identity to determine that the session modification procedures of two or more UEs correspond to one multicast group. The RAN learns what UEs are receiving the same multicast data from the multicast group identity. When the RAN receives a session setup request for previously unknown multicast group identity, the RAN configures resources to serve this multicast group.
This solution allows both of the two MBS traffic delivery methods as mentioned in Chapter 2.2: 5GC MBS traffic delivery method via Individual N3 tunnel, and 5GC MBS traffic delivery method via Shared N3 tunnel.
Option 2: Non-UE-associated MBS session start procedure (refer to TR 23.757 section 6.2 Solutoin#2)
In this solution, the UE notifies AMF of the interested MBS service via NAS (Session Join/leave), AMF triggers non-UE-associated NGAP procedure, i.e. MBS Session Resource Setup/Release towards the gNB, and the AMF also informs the gNB about the joined/leaved UEs of the session.
It is assume that a shared N3 tunnel is used for transfer the multicast service data for such MBS session.
Option 3: non-UE-associated MBS session with linked per UE PDU session (refer to TR 23.757 section 6.10 Solution#10)
In this solution, there is an additional multicast MBS session between CN and gNB. There is one or more MBS QoS Flows (identified by a MBS QoS flow identifier) within one MBS session, and for each MBS QoS flow, there is one "mapped" QoS flow within related PDU session(s). During the MBS session establishment or the user join procedure, the correlation between the mapped QoS flow and MBS QoS flow is sent to the RAN node.
It is assume that a shared N3 tunnel is used for transfer the multicast service data for such MBS session.
The selection among the solutions in TR 23.757 is pending to SA2 discussion. No matter which solution is selected, in order to avoid the redundant data transmission over NG-U, it is preferred to support shared NG-U tunnel for a MBS service to achieve resource efficiency.
Proposal 4: Support shared NG-U tunnel for a MBS service. 
Proposal 5: Further discuss how to support MBS session management over NG and F1 interfaces in conjunction with SA2 progress.
The Group paging is discussed for NR MBS in some solutions by SA2, in which the AMF could perform group paging including the Group Paging Identity (e.g. TMGI) in the Paging message. It aims at effectively paging by paging a group of UEs in just one message instead of paging each UE respectively. The group paging mechanism may impact the PAGING messages in NG interface and F1 interface, we can further discuss these impacts in conjunction with SA2 progress. 
Proposal 6: Further discuss the impacts by group paging for NG interface and F1 interface in conjunction with SA2 progress.
3.3 F1 interface 
As we analysed in [3], L2 architecture with shared PDCP entity for PTP and PTM is preferred. Under this assumption, two options are possible for MBS data transmission between gNB-CU and gNB-DU, which are similar to the discussions on NG interfaces: 
· Option 1: Individual F1-U tunnel for PTP transmission for each UE.
· Option 2: Shared F1-U tunnel for PTM transmission for multiple UE.
 [image: ]
Figure 2: Schematic showing F1-U tunnel with shared PDCP assumption
As shown in Figure 2 above, in case of Shared PDCP entity, it is possible to have a F1-U shared tunnel to provide the data of PTM transmission from the gNB-CU to gNB-DU. As the shared F1-U tunnel is more effective for PTM transmission, it is preferred to adopt option2 for PTM transmission. 
In addition, after F1 impact is settled, E1 impact could also be further discussed.
Proposal 7：Support shared F1-U tunnel for PTM transmission for multiple UEs.
As mentioned in 3.2, the group paging mechanism may impact the PAGING messages for F1 interface, RAN3 can wait and further discuss the impacts for F1 interface based on the SA2 progress.
3.4 Xn interface 
The impacts on Xn interface mainly focus on the support for service continuity (i.e. handover), we can further discuss this part in the service continuity discussion [4] [5].
Proposal 8: Further discuss the Xn impacts based on the discussion of Security Continuity.
[bookmark: _Toc423019950][bookmark: _Toc423020279][bookmark: _Toc423020296]4. Conclusion
In this contribution, we discussed the architecture of NR MBS, as well as gave an analysis for the potential impacts on architecture and RAN3 interfaces. And we have the following observations and proposals:
Observation 1: During SA2 discussion, two architectural alternatives are listed for 5G MBS system: one is based on unicast 5GC and the other one is based on dedicated MBS Function.
Observation 2: In SA2, majority of companies support PTP or PTM delivery method for RAN node with shared N3 tunnel used between RAN node and 5GC.
Proposal 1: Reuse existing NG-RAN Architecture to support NR MBS, i.e. gNB connecting to 5GC via NG interface.
Proposal 2: It is up to the gNB to make the decision on whether to use PTP or PTM.
Proposal 3: Further discuss whether gNB-CU or gNB-DU to make the decision on PTP and PTM.
Proposal 4: Support shared NG-U tunnel for a MBS service.
Proposal 5: Further discuss how to support MBS session management over NG and F1 interfaces in conjunction with SA2 progress.
Proposal 6: Further discuss the impacts by group paging for NG interface and F1 interface in conjunction with SA2 progress.
Proposal 7: Support shared F1-U tunnel for PTM transmission for multiple UEs.
Proposal 8: Further discuss the Xn impacts based on the discussion of Security Continuity.
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