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1
Introduction

This contribution discusses 3 topics:

1)
E1AP design – why E-RAB ID mapping information is not needed on E1
2)
Why mapping QoS flows, mapped to different E-RAB IDs is possible, but doesn’t make sense

3)
What to do if a DRB in NG-RAN contains QoS flows mapped to different EPS Bearers
2
Discussion

2.1
E1AP design – why E-RAB ID mapping information is not needed on E1

E1AP has been designed to configure either Xn-U/X2-U/NG-U or F1-U terminations and SDAP/PDCP protocol entities.
While for NG-RAN, E1AP provides information about PDU Session/QoS flows and the mapping information to DRBs, for EN-DC, as there is a 1:1 mapping between DRBs and EPS bearers, the E1AP protocol does not contain any explicit E-RAB information. 

Forwarding information is either provided to or requested from the CU-UP on a per DRB level (NG-RAN and EN-DC) or PDU Session level (NG-RAN).

This is also true for inter-system direct data forwarding: Data forwarding information is either provided by the CU-UP (requested by the CU-CP in the Data Forwarding Information Request IE) or provided to the CU-UP (in the Data Forwarding Information IE).

If RAN3 decides to allow multiple forwarding tunnels to be configured per DRB, still, the CU-UP would only need to know which data has to go into which forwarding tunnel, the E-RAB ID that is associated to the forwarding tunnel is of no relevance.

Observation 1:
E1AP contains already structure to request and provide data forwarding information. If there is a need to extend E1AP to allow multiple forwarding tunnels per DRB, the structure should be retained.

Observation 2:
There is no need to introduce E-RAB ID in E1AP.

2.2
Why mapping QoS flows, mapped to different E-RAB IDs is possible, but doesn’t make sense

PDU Session configuration data may contain per included QoS flow a mapped E-RAB ID. Such configuration data is not just any arbitrary mapping but is assumed to be well designed, in fact, we expect the SDF (service data flow) mapping to EPS bearers would in some way correspond to such mapping to QoS flows (QoS flows representing the possibility of a finer granularity of mapping from SDF).

One might see the fact that QoS flow to DRB mapping puts a constraint to the QoS flow to DRB mapping within NG-RAN, a constraint that only becomes effective in case of inter-system HO with direct data forwarding.

We would however expect that QoS flows with “incompatible” QoS flow parameters are in general not mapped to the same DRB and that consequently also “incompatible” QoS flows are mapped to different EPS bearers.

Related discussions have been taken place in Rel-15 and have been captured in TS 38.300 stating that the NG-RAN may map a GBR flow and a non-GBR flow, or more than one GBR flow to the same DRB, but mechanisms to optimise these cases are not within the scope of standardization.
Observation 3:
It is assumed, that mapping of “incompatible” QoS flows to the same DRB is not performed in reasonable implementations. For the same reason, it is also assumed, that a DRB is not mapped to QoS flows mapped to different E-RAB IDs.
2.3
Inter-system HO 5GS to EPS: What to do if a DRB in NG-RAN contains QoS flows mapped to different EPS Bearers
For intra-5G-system HO, E1AP does not foresee the case to establish multiple direct data forwarding tunnels for a DRB, as in case of re-mapping at the target node, data forwarding is always performed along the old node’s mapping (and the network and UE is consequently prepared to receive data on the “wrong” DRB). Also, the DRB for which data forwarding is performed, needs to exist at the target node.

For inter-system to EPS, if re-mapping occurs at the target node in the sense that user data that used to be mapped to a single DRB is “split up” into several DRBs (i.e. several E-RABs) at the target node, the following possibilities are given:

a)
establish a single forwarding tunnel to one DRB and forward all data to the target node via this forwarding tunnel:

-
in contrast to the intra-system HO case, the UE would expect only SDFs mapped to an E-RAB, nothing else. The behaviour of the UE is not specified and a pure network solution is not possible.

b)
establish a single forwarding tunnel to one DRB and filter data so that only appropriate data can be received via the forwarding tunnel

-
this possibility would work, however, data forwarding would only be possible for a single E-RAB, and it would not be possible to support data forwarding for user data mapped to other E-RABs.

c) establish multiple forwarding tunnels.

-
this is the approach proposed in R3-203480 [1]
Proposal 1: For direct data forwarding for inter-system HO to EPS, discuss if 3GPP shall support direct data forwarding for DRBs containing QoS flows mapped to different EPS bearers
2.4
Inter-system HO EPS to 5GS: no 1:1 mapping between EPS bearers and DRBs

For inter-system HO to 5GS, the following cases have to be looked at:

1)
an E-RAB is mapped to more than one DRB.

2)
the target side DRB contains QoS flows mapped to different E-RABs

For case 1), as there is no way to communicate mapping information from the target side to the source (apart from the fact that the E-UTRAN would not be able to process this mapping information), data forwarding can only take place via a single data forwarding tunnel.

For case 2), support of this case should be possible by requesting the target NG-RAN node to provide multiple data forwarding addresses, one per E-RAB.

One can also think of combinations of 1) and 2), but such considerations enter quickly the realm of science-fiction.

Proposal 2: For direct data forwarding for inter-system HO to 5GS, discuss if 3GPP shall support direct data forwarding if no 1:1 mapping between E-RAB and DRBs exist, for DRBs containing QoS flows mapped to different EPS bearers

In order to discuss the 2 above proposals, RAN3 also need to consider what are the possibilities offered by E1AP in case of intra-system HO. Data-forwarding tunnel per QoS flow is not supported (only per DRB or per PDU Session). Which means that if the target node decides to separate 2 QoS Flows which were mapped to the same DRB at the source node, the source CU-CP will only be able to signal 1 tunnel endpoint to the source CU-UP, because only 1 DRB exists at the source.
Observation 4: RAN3 also need to consider what are the possibilities offered by E1AP in case of intra-system HO (e.g. only per DRB or per PDU Session data forwarding is supported)
3
Conclusion and Proposals
The inter-system direct data forwarding support over E1AP has been discussed and the following observations and proposals have been made :
Observation 1:
 E1AP contains already structure to request and provide data forwarding information. If there is a need to extend E1AP to allow multiple forwarding tunnels per DRB, the structure should be retained.

Observation 2:
There is no need to introduce E-RAB ID in E1AP.

Observation 3:
It is assumed, that mapping of “incompatible” QoS flows to the same DRB is not performed in reasonable implementations. For the same reason, it is also assumed, that a DRB is not mapped to QoS flows mapped to different E-RAB IDs.

Proposal 1: For direct data forwarding for inter-system HO to EPS, discuss if 3GPP shall support direct data forwarding for DRBs containing QoS flows mapped to different EPS bearers
Proposal 2: For direct data forwarding for inter-system HO to 5GS, discuss if 3GPP shall support direct data forwarding if no 1:1 mapping between E-RAB and DRBs exist, for DRBs containing QoS flows mapped to different EPS bearers
Observation 4: RAN3 also need to consider what are the possibilities offered by E1AP in case of intra-system HO (e.g. only per DRB or per PDU Session data forwarding is supported)
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