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Introduction
In last RAN3 meeting, the metrics for MLB was discussed in [1], and some agreements have been reached. However, there are still some left issues for MLB. As this meeting is the last RAN3 meeting in Release 16, in this contribution, we will further discuss the remaining load metrics and help to make some agreements for MLB in Release 16.
[bookmark: OLE_LINK3][bookmark: OLE_LINK6][bookmark: OLE_LINK4]Discussion
[bookmark: OLE_LINK10]Active UEs
From the offline discussion of last meeting, all of the operators agreed to introduce the number of active UEs over Xn. Comparing with the RRC Connections and Composite Available Capacity, the Number of Active UEs is the parameter easier to quantify, which is a more straightforward  information for operators to identify the load status of the different gNBs. Therefore, it is reasonable to introduce this IE over Xn. 
Furthermore, if this parameter is supported over Xn, the gNB-CU needs to get the information of the number of active UEs. Basically, there are two options, the first opinion is that the gNB-CU gets this information from gNB-DU, and the second option is that the gNB-CU-CP get this information from gNB-CU-UP by the E1 signalling relative to UE inactivity status, together with awareness of number of UE contexts (and DRBs). Comparing the two options, it seems that the first option is more straightforward, and the gNB-DU can provide the number of active UE more precisely. In this case, the number of active UEs should also be supported over F1.
However, in the MLB mechanism of LTE specification, there is no active UE related parameter to exchange over X2. Whether introducing this parameter over X2 in Release 16 needs further discussion.
Considering the definition of the number of active UEs over Xn and F1, the ‘Number of active UEs in RRC_CONNECTED’ defined  in TS 38.314 by RAN2 maybe a proper reference. In section 4.1.1.3, there are 8 parameters to represent the number of active UEs in different ways. To make the IE simple and clear, the ‘Mean number of Active UEs per cell’ could be an appropriate solution, which is shown as below.
----------------------------------------------------------------TS 38.314--------------------------------------------------------------------
[bookmark: _Toc534931546][bookmark: _Toc22987267][bookmark: _Toc22986239][bookmark: _Toc23029800][bookmark: _Toc34761715]4.1.1.3.5	 Mean number of Active UEs per cell
Protocol Layer: MAC, RLC
	Definition
	Mean number of Active UEs per cell. This measurement refers to UEs for which there is buffered data for the UL for DRBs, or there is buffered data for the DL for DRBs, or both.
Detailed Definition:
where
explanations can be found in the table 4.1.1.3.5-1 below.



NOTE:	For this measurement, the expected accuracy is dependent on application scenario, cell load UE configuration and how DRBs are distributed over logical channel groups.
	
	Mean number of Active UEs, averaged during time period . Unit: 0.1.

	
	Number of UEs for which there is buffered data for the UL or for the DL or for both in MAC or RLC protocol layers at sampling occasion 
For UL, this is a gNB estimation that is expected to be based on Buffer Status Reporting, provided semi-persistent grants and progress of ongoing HARQ transmissions (by including buffered data for which HARQ transmission has not yet terminated in buffered data). In addition, the gNB can use the analysis of received data in the estimation.
For DL, in RLC and MAC layers, buffered data corresponds to data available for transmission according to the definitions in TS 38.322 and TS 38.321. Buffered data includes data for which HARQ transmission has not yet terminated.

	
	Sampling occasion during time period . A sampling occasion shall occur once every  seconds.

	
	Sampling period length. Unit: second. The sampling period shall be at most 0.1 s. 

	
	Total number of sampling occasions during time period . 

	
	Time Period during which the measurement is performed, Unit: second.



----------------------------------------------------------------TS 38.314--------------------------------------------------------------------
Proposal 1: The Number of Active UEs should be supported over Xn and F1, and the definition of ‘Mean number of Active UEs’ defined in RAN2 could be used.

TNL Load
In disaggregated gNB scenario, i.e. CU-DU split, the TNL load over  X2 and Xn should be considered by both fronthaul and backhaul links. As the TNL load represents the overall load status of target node,in addtion to the S1/NG-U TNL load, the F1-U TNL load should also be reported. Otherwise, it could make the gNB perform incorrect handover for UEs, which wastes the network resources and leads to bad user experience.
Therefore, For Xn interface, the TNL load should support both NG TNL load and F1 TNL load, similarly, the TNL load over X2 should support both S1 TNL load and F1 TNL load. 
Proposal 2: The TNL load for both fronthaul and backhaul links should be reported  over X2 and Xn.

Slice Level Load
It is still an issue [2] on how NG-RAN node to exchange Slice level load information between each other, especaially for  shared Slice(s) scenario. The situation may due to the fact that how NG-RAN node support RAN part of NW slicing in implementation way.
	TS 38.300
RAN awareness of slices
-	NG-RAN supports a differentiated handling of traffic for different network slices which have been pre-configured. How NG-RAN supports the slice enabling in terms of NG-RAN functions (i.e. the set of network functions that comprise each slice) is implementation dependent.




Standard Slice level resource allocation and evaluation 
However,  function implementation does not prevent the standardize slice level resource allocation and statistics on usage of RAN network slice. SA5 in TS 28.541 has already defined the detail of how to allocate slice level resource to NG-RAN node and evaluation on usage of the slice level resource.
In the section 4.3.43 of TS 28.541, it is observed that RRM policy consists of two attributes, i.e. the resource type and RRM policy member list. Meanwhile, based on the description of section 4.3.42, the S-NSSAI is one of the members in the RRM policy. 
	-----------------------------------------------------------TS 28.541-------------------------------------------------------------------------
[bookmark: _Toc35878264][bookmark: _Toc36567509][bookmark: _Toc36474178][bookmark: _Toc36543271][bookmark: _Toc36220080][bookmark: _Toc36542450]4.3.42	RRMPolicyMember <<dataType>>
[bookmark: _Toc36543272][bookmark: _Toc36474179][bookmark: _Toc35878265][bookmark: _Toc36567510][bookmark: _Toc36542451][bookmark: _Toc36220081][bookmark: _Hlk24128033]4.3.42.1	Definition
This <<dataType>> represents an RRM Policy member that will be part of a rRMPolicyMemberList. A RRMPolicyMember is defined by its pLMNId and sNSSAI (S-NSSAI). The members in a rRMPolicyMemberList is assigned a specific amount of RRM resources based on settings in RRMPolicy_.
[bookmark: _Toc36543273][bookmark: _Toc36542452][bookmark: _Toc36567511][bookmark: _Toc36220082][bookmark: _Toc35878266][bookmark: _Toc36474180]4.3.42.2	Attributes
	Attribute name
	Support Qualifier
	isReadable
	isWritable
	isInvariant
	isNotifyable

	pLMNId
	M
	T
	T
	F
	T

	[bookmark: _Hlk20830886]sNSSAI
	CM
	T
	T
	F
	T



[bookmark: _Toc36543276][bookmark: _Toc36567514][bookmark: _Toc35878269][bookmark: _Toc36474183][bookmark: _Toc36542455][bookmark: _Toc36220085]4.3.43	RRMPolicy_
[bookmark: _Toc36542456][bookmark: _Toc36474184][bookmark: _Toc36567515][bookmark: _Toc36220086][bookmark: _Toc35878270][bookmark: _Toc36543277]4.3.43.1	Definition
This IOC represents the properties of an abstract RRMPolicy. The RRMPolicy_ IOC needs to be subclassed to be instantiated. It defines two attributes apart from those inherited from TOP IOC, the resourceType attribute defines type of resource (PRB, RRC connected users, DRB usage etc.) and the rRMPolicyMemberList attribute defines the RRMPolicyMember(s)that is subject to this policy. An RRM resource (defined in resourceType attribute) is located in NRCellDU, NRCellCU, GNBDUFunction, GNBCUCPFunction or in GNBCUUPFunction. The RRMPolicyRatio IOC is one realization of a RRMPolicy_ IOC, see the inheritance in Figure 4.2.1.2-1. This RRM framework allows adding new policies, both standardized (like RRMPolicyRatio) or as vendor specific, by inheriting from the abstract RRMPolicy_ IOC. 
[bookmark: _Toc36474185][bookmark: _Toc36543278][bookmark: _Toc36542457][bookmark: _Toc35878271][bookmark: _Toc36220087][bookmark: _Toc36567516]4.3.43.2	Attributes
The RRMPolicy_ IOC have the following attributes, apart from those inherited from TOP IOC (defined in TS 28.622 [30]):
	Attribute name
	Support Qualifier
	isReadable
	isWritable
	isInvariant
	isNotifyable

	resourceType
	M
	T
	T
	F
	T

	rRMPolicyMemberList
	M
	T
	T
	F
	T



-----------------------------------------------------------TS 28.541-------------------------------------------------------------------------




In summary, from O&M point of view, slice resource is one kind of RRM resource and can be allocated based on Operator’s policy. The metric to define each dedicated slice or shared slices can use at least three standardized types including PRB, RRC connections and DRB usage. Since control plane slice is not supported from Rel-15 in RAN, then RRC connections as slice level metric can be further discussed in Rel-17 SI. Therefore PRB and for DRB usage can be the the standard way to allocate and evaluate the slice resource in Rel-16. 
Observation : The slice level PRB usage and DRB usage which has been stardardized in SA5 can be leveraged as metric in MLB report in Rel-16.
How to calculate slice level resource usage
[bookmark: OLE_LINK2]As the slice can be applied in both gNB-DU and gNB-CU-UP at the same time, the gNB-DU and gNB-CU-UP can share the capability of the slice, the slice level load should be supported over F1 and E1 respectively.  Meanwhile, the slice level load of the whole gNB is also an useful parameter for MLB, the slice level load should also be supported over Xn. In detail, for F1, the slice level PRB usage should be supported for both uplink and downlink, while for E1, the slice level DRB usage should be supported. For Xn, both the slice level PRB usage and slice level DRB usage should be supported.
[bookmark: OLE_LINK8]As the slices can be shared by different network elements, the slice level PRB usage can be divided into dedicated slice level PRB usage and shared slice level PRB usage.
[image: ]
To be more specific, an example can be given to help to explain the definition. As shown in the figure, the total resources of Cell A is 100PRB, and there are three slices with dedicated resource in the Cell A, i.e. Slice 1, Slice 2 and Slice 3. The dedicated resource for Slice1 is 30PRB, the dedicated resource for Slice 2 is 30PRB, the dedicated resource for Slice 3 is 30PRB, and there are two shared resource block by the three slices is 10PRB. In this case, the dedicated resource cannot used by other slice, however, the shared resource can be shared by different slices. For example, If the Slice 1 has occupied 2PRB resource out of the 5PRB shared resource A, the other slice can only occupy the remaining 3 PRB resource.
As shown in the figure, the slice usage per Cell given by:
Dedicated part: 
The CAC of Slice1 =18/30=60%; 
The CAC of Slice2 =12/30=40%;
The CAC of Slice3 =15/30=50%.
Shared part:
The CAC of Slice A =60%
The CAC of Slice A =70%.
It is easy to see although slice almost occupy all pre-configured dedicated resource, the amount of shared resource is still enable slice 1 be the candidate for load balance. 
An example of TP of F1AP can be found in Annex.
Proposal 3: Introduce slice level  PRB and DRB usage as metric in XnAP, and introduce PRB metric as F1AP  and introduce DRB usage as slice metric in E1AP.
Conclusion
Proposal 1: The Number of Active UEs should be supported over Xn and F1, and the definition of ‘Mean number of Active UEs’ defined in RAN2 could be used.
Proposal 2: The TNL load for both fronthaul and backhaul links should be reported  over X2 and Xn.
Proposal 3: Introduce slice level  PRB and DRB usage as metric in XnAP, and introduce PRB metric as F1AP  and introduce DRB usage as slice metric in E1AP.
The corresponding TPs are given in [3][4][5][6].
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Annex	- TP for BL CR to TR 38.473
<<< start of changes >>>
9.3.1.x7 Slice Available Capacity
The Slice Available Capacity IE indicates the amount of resources that are available relative to the maximum pre-configured or reserved resource for a network slice or a shared resource block in a Cell of the gNB-DU. The Slice Capacity Value IE can be weighted according to the ratio of cell capacity class values, if available.
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description

	Slice Available Capacity List
	
	1
	
	

	Slice Available Capacity Item
	
	1..< maxnoofSliceItems >
	
	

	>PLMN Identity
	M
	
	9.3.1.14
	Broadcast PLMN

	>S-NSSAI Available Capacity List
	
	1
	
	

	>>S-NSSAI Available Capacity Item
	M
	1 .. < maxnoofSliceItems>
	
	

	>>>S-NSSAI
	
	
	9.3.1.38
	

	>>>Slice Capacity Value
	M
	
	INTEGER (0..100)
	Value 0 shall indicate no available capacity, and 100 shall indicate maximum available capacity . Slice Capacity Value should be measured on a linear scale.

	>>>Slice Radio Resource Status
	O
	
	9.3.1.xy
	

	>Shared S-NSSAI Available Capacity List
	
	[bookmark: _GoBack]0..1
	
	

	>>S-NSSAI Available Capacity Item
	
	1 .. < maxnoofSharedSliceItems>
	
	

	>>>Shared Slice List
	O
	
	9.3.1.37
	S-NSSAI list per Shared Resource

	>>>Slice Capacity Value
	M
	
	INTEGER (0..100)
	Value 0 shall indicate no available capacity, and 100 shall indicate maximum available capacity . Slice Capacity Value should be measured on a linear scale.



	Range bound
	Explanation

	maxnoofSliceItems [FFS]
	Maximum no. of signalled slice support items. Value is 1024. [FFS]

	maxnoofBPLMNsNR
	Maximum no. of PLMN Ids.broadcast in a cell. Value is 12.

	maxnoofSharedSliceItems [FFS]
	Maximum no. of signalled slice support items. Value is 512. [FFS]



<<< next change >>>
9.3.1.xy	Slice Radio Resource Status
The Radio Resource Status IE indicates the usage of the PRBs within a slice for all traffic in downlink and uplink.
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description

	DL GBR PRB usage
	M
	
	INTEGER (0..100)
	DL GBR PRB usage

	UL GBR PRB usage
	M
	
	INTEGER (0..100)
	UL GBR PRB usage

	DL non-GBR PRB usage
	M
	
	INTEGER (0..100)
	DL non-GBR PRB usage

	UL non-GBR PRB usage
	M
	
	INTEGER (0..100)
	UL non-GBR PRB usage
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Total PRB = 30 Dedicated for Slice 1

Total PRB = 30 Dedicated for Slice 2

Total PRB = 30 Dedicated for Slice 3
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