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1. Introduction
RAN3 #105 (August) agreed to send a reply LS to SA2 in R3-194795 to provide the feedback on Alternative QoS Profile upgrade and handover aspects.
Based on the RAN3 feedback, SA2#135 (October) agreed that when Alternative QoS Profile(s) are provided to NG-RAN, the NG-RAN can take the lead in switching up and down between them (and in switching to/from the requested QoS Profile, and to/from QoS that is worse than the lowest priority Alternative QoS Profile) while still informing the CN of the changes. 

At SA2 #136 (November) further correction and completion of the SA2 work was undertaken and some functionality for NG and Xn handover was specified.

Unfortunately, one of the CRs from SA2 #136 was not correctly implemented into the December version of TS 23.501 and so, at SA2 #136AH (January) further CR work was undertaken to re-introduce the agreements made by SA2 #136 in November, and to further clarify the solution.
At both SA2 #136 and the subsequent SA2 #136AH meeting there was discussion on inter-gNB handover into congested cells. Unfortunately, despite the above RAN 3 LS to SA2, the pre RAN 3 #105 situation in which GBR flows are released at handover into congested cells remains as some companies blocked the adoption of solutions that aligned with RAN3’s request.

The current status of the work is in the LS from SA2 136AH (January) to RAN 3 in S2-2001675.
2.
IoT, Machine and Vehicle roaming

The Alternative QoS Profile feature has been developed as part of the V2X work item. Clearly vehicles are moving devices and are likely to roam to countries where the owner does not live.

However, at least in Europe, the “non-human device” market is very frequently dominated by devices that are “permanent roamers” because they have SIM cards with “non-geographic” Mobile Country Codes (see the networks allocated to MCC=901 in ITU recommendation E.212).

The following picture shows a typical (but very simplified) service arrangement for automotive use cases.
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We can expect that the car manufacturers and the HPLMNs will want their UEs to be operating at the Guaranteed Bit Rate or one of the permitted Alternative GBR QoS levels. Hence if the RAN operator breaks that guarantee, the HPLMNs and Car Manufacturers will want service to be restored as soon as possible. 
Hence if the RAN in the VPLMN releases a GBR flow for a machine, it is likely to lead to very frequent signalling – and the VPLMN is in no good position to complain as it is the VPLMN that has broken the SLA!
Note that there are likely to be many non-congested RAN nodes in the VPLMN, so if the VPLMN throttles signalling from the HPLMN, then the VPLMN will lose many revenue earning opportunities! 
Note also that the AFs and the SMFs in the HPLMNs are independent, so following any release by the RAN, readmission requests will arrive in an uncoordinated manner at the RAN. As RAN congestion decreases, the next request is likely to be served – irrespective of its ARP’s priority level. However, as GBR flows are generally set to “not vulnerable to pre-emption”, later arriving, higher priority requests then get rejected!

Observation 1: If radio interface congestion causes the RAN to release a vehicle related GBR connection, very high signalling loads seem inevitable.
RAN WG 1 has studied the capacity for some automotive scenarios (3GPP TR 38.824 Clause A.2.3 (Simulation assumption for transport industry). With ONLY 10 or less UEs per cell, and NO other radio traffic in the RAN, the results in clause 5.2.2 of TR 38.824 indicate > 5% failure rates.
Observation 2: TR 38.824 shows that in real life automotive scenarios (e.g. >> 10 cars per cell) RAN congestion cannot be simply ignored.
3
Summary of the basic components of the SA2 solution with no mobility
a) the SMF can supply the RAN with a requested QoS Profile and Alternative QoS Profile(s) for GBR flows when the PDU session is established or modified.

b) if the RAN experiences increased or reduced congestion, or, the UE’s radio link quality changes, the RAN can switch between:
-
the requested QoS Profile;

-
Alternative QoS Profile(s); and

-
a QoS that is worse than the lowest priority Alternative QoS Profile.

After any such switch, the RAN notifies the core network of the new QoS situation. Then, dependent upon the PCF/SMF configuration, the UE is (or is not) informed of the new QoS level with NAS signalling (sent transparently through the RAN).

c) How the RAN determines which QoS flows to upgrade or downgrade is a matter for RAN implementation. 
However, the RAN is fully aware of all of the QoS parameters (e.g. the priority level in the ARP and NSSAI) for all the UEs that are not being given their requested QoS, plus the RAN is aware of the radio conditions experienced by the different UEs, so the RAN is the best entity to resolve the competing requests for RAN resources.

d) if the AF (c.f. application) is not satisfied with the new (poor) QoS situation, or, with the length of time that this (poor) QoS situation has been going on for, then the AF can release that GBR QoS flow. i.e. there is no need for any timer in the RAN to release QoS Flows whose QoS is not fulfilled.
Observation 3: with Notification control, there is no need for any timer in the RAN to release GBR QoS Flows whose QoS is not fulfilled.
4
Summary of the SA2 solution at inTRA gNB mobility
The well established 3GPP principles of RAN and CN separation mean that the SA2 specifications normally treat the RAN as a “black box”.
Hence there is no description of inTRA gNB mobility in the SA2 specifications. This means that the same behaviour is exhibited by the RAN to the CN at handover into a congested target cell on the same gNB, as when there is “no mobility” and the serving cell becomes congested, i.e, from TS 23.501 R15 and R16, clause 5.7.2.4 “Notification Control”:
If, for a given GBR QoS Flow, Notification control is enabled and the NG-RAN determines that the GFBR, the PDB or the PER of the QoS profile cannot be fulfilled, NG-RAN shall send a notification towards SMF that the GFBR can no longer be guaranteed. Furthermore, the NG-RAN shall keep the QoS Flow (i.e. while the NG-RAN is not delivering the requested GFBR for this QoS Flow), unless specific conditions at the NG-RAN require the release of the NG-RAN resources for this GBR QoS Flow, e.g. due to Radio link failure or RAN internal congestion.
Note that the use of the words “RAN internal congestion” means that this is NOT radio interface congestion!
Hence, if a UE moves (drives) from a non congested cell into a fully congested cell on its current gNB, then the result of the intra-gNB handover procedure shall be that the GBR QoS flow is kept by the gNB, and the gNB sends a Notification to the Core Network indicating that the fulfilled QoS has changed, e.g. to below that of the least priority Alternative QoS Profile.

Observation 4: with regard to Notification control, existing R15 specifications (and current R16 specifications) specify that intra-gNB mobility is hidden from the core network.
Observation 5: the R15 and R16 gNB needs to have functionality for accepting UEs into congested cells and “queuing them” until radio resources become available.
5
Situation for intER gNB mobility
As a result of an LS exchange between RAN 3 and SA 2, in Release 15, at handover into a congested RAN node, the GBR flow is released. 
As described in section 2 above, this will lead to substantial signalling load in IoT scenarios and poor quality of service.

Separately, this GBR flow release results in the unusual situation that the structure of the RAN (e.g. 1000 cell “cloud RAN” vs “3 sector gNB”) becomes visible to the core network, and results in the Core Network being UNable to treat the RAN as a “black box”.

Observation 6: When Notification Control is in use, the release of GBR flows at Xn/NG handover into congested cells runs contrary to long established, good principles of RAN / CN separation.

Solutions to this issue have been presented in SA2, and despite a clear request from RAN 3 to solve the issue in R3-194795, the solutions have been blocked by some companies.
6
Proposed new solution for signalling the QoS situation from the RAN to the SMF
A) For congestion within one cell of a gNB, the signalling needs to be able to differentiate between 

- whether the (requested) QoS Profile can be fulfilled;

- which (if any) of the Alternative QoS Profiles can be fulfilled; and

- whether the lowest priority Alternative QoS Profile cannot be fulfilled.

If there are a maximum of N Alternative QoS Profile, then (in combination with the R15 ‘fulfilled/not fulfilled’ status) an “N+1” value pointer can be used by the NG-RAN to indicate the QoS situation to the SMF.
Note that this pointer can be added to the existing IEs that transport the R15 Notification Control and which are transferred to the SMF transparently through the AMF.

B) For intra and inter-gNB mobility, the above IE can be reused to indicate the QoS situation in the target RAN cell. For situations where the RAN vendor needs to release the GBR flow at inter gNB handover, the legacy signalling still allows the GBR QoS flow to be released.
Proposal 1:  With a maximum of N Alternative QoS Profile, then (in combination with the R15 ‘fulfilled/not fulfilled’ status) a “N+1” value pointer shall be used by the NG-RAN to indicate the QoS situation to the SMF.
Proposal 2: the signalling in proposal 1 is used in all the NG-RAN to SMF response message signalling, and in inter gNB handover signalling. 
7
Number of Alternative QoS Profiles to be supported.
Vodafone believe that 8 Alternative QoS Profiles should be supported.
One example is the automotive situation in the UK: one QoS level is needed for each speed limit value. E.g. 20, 30, 40, 50, 60, 70 mph (other countries may well have more varied limits)
· If only 4 Alt QoS Profiles are allowed, then car applications have to choose to not support some speed values, e.g. 50 mph QoS. 
· Then when the RAN is a bit congested and restricts the QoS level to 50 mph, those cars will be dropped to 40 mph QoS and they will then cause road traffic congestion to the cars that follow them but are enabled with a QoS for 50 mph.

· This is not acceptable.

Size of Alternative QoS profile: 
· Each QoS profile is not very large (e.g. < 20 bytes?)
· RACS is developed in Release 16 AND RACS is applicable to all legacy devices as well as new devices. Typically, the use of RACS can free up many kilobytes of UE Context memory in the gNB.

· The availability of RACS means that significant amounts of UE Context memory should be available in the gNB.

Proposal 3:  8 Alternative QoS Profiles should be supported.

4. Conclusion and proposal
Observation 1: If radio interface congestion causes the RAN to release a vehicle related GBR connection, very high signalling loads seem inevitable.
Observation 2: TR 38.824 shows that in real life automotive scenarios (e.g. >> 10 cars per cell) RAN congestion cannot be simply ignored. 

Observation 3: with Notification control, there is no need for any timer in the RAN to release GBR QoS Flows whose QoS is not fulfilled
Observation 4: with regard to Notification control, existing R15 specifications (and current R16 specifications) specify that intra-gNB mobility is hidden from the core network.

Observation 5: the R15 and R16 gNB needs to have functionality for accepting UEs into congested cells and “queuing them” until radio resources become available.
Observation 6: When Notification Control is in use, the release of GBR flows at Xn/NG handover into congested cells runs contrary to long established, good principles of RAN / CN separation.
Proposal 1:  With a maximum of N Alternative QoS Profile, then (in combination with the R15 ‘fulfilled/not fulfilled’ status) a “N+1” value pointer shall be used by the NG-RAN to indicate the QoS situation to the SMF.
Proposal 2: the signalling in proposal 1 is used in all the NG-RAN to SMF response message signalling, and in inter gNB handover signalling.
Proposal 3:  8 Alternative QoS Profiles should be supported.
Proposal 4: It is proposed to agree the related Vodafone CRs to TS 38.413 and TS 38.423.
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