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1 Introduction
The WI on integrated access and backhaul for NR was setup in RAN#82 [1] and the following objective was agreed:

-
Specification of a flow control mechanism (for DL and, if necessary, for UL) to handle congestion.
In the RAN2#105bis meeting [2], following agreements were achieved for IAB flow control.

· Flow control is supported in both upstream and downstream directions in order to avoid congestion-related packet drops on IAB-nodes and IAB-donor DU. 

· In upstream direction, UL scheduling is considered baseline for hop-by-hop flow control. End-to-end flow control is FFS. 

· In downstream direction, the NR UP protocol is considered baseline for end-to-end flow control. Hop-by-hop flow control is FFS. 

And in the RAN2 #107 meeting, UL end-to-end flow control was excluded for IAB network. While for the DL end-to-end flow control, several enhanced solutions which potentially impacted F1 interface were discussed by RAN2, and an LS [3] was sent to RAN3 for assessing the feasibility of the following solutions and any other options as RAN3 deems fit.

· Enhance existing F1-U flow control through changes to NR UP DDDS, by reporting additional information from the access node to the CU; and

· Modify F1 flow control by sending feedback to the CU (CU-UP and/or CU-CP) from intermediate nodes (where congestion is occurring)

After discussion during the last RAN3 meeting [4], several initial conclusions were agreed:
· Use current DDDS for e2e flow control in IAB; necessary enhancements to DDDS are not precluded

· The existing flow control mechanism via DDDS is reused for IAB, i.e. the DDDS is sent from the access IAB node to the IAB-donor-CU-UP, or IAB-donor-CU (in case of no CP-UP split)

· The NR user plane protocol is applicable to IAB, where it is also used for the end-to-end flow control and congestion prevention/mitigation over wireless backhaul link(s)

In this paper, we will further discuss how to support DL end-to-end flow control mechanisms for IAB from user plane point of view.

2 Discussion
Based on the agreements from RAN2 and RAN3 meetings, current DDDS mechanism can be reused for E2E flow control in IAB to congestion prevention/mitigation, which is executed between the UE’s access IAB-node DU and IAB-Donor-CU-UP. The main propose of such traditional UP based flow control is to allow the node hosting the NR PDCP entity (IAB-Donor-CU-UP) to control the downlink user data flow for the respective data radio bearer. The flow control feedback information is carried by a “RAN container” in a GTP-U extension header and includes:
-
the highest NR PDCP PDU sequence number successfully delivered in sequence to the UE (for RLC AM);
-
the highest NR PDCP PDU sequence number transmitted to the lower layers (for RLC UM);
-
the desired buffer size for the concerned data radio bearer;
· optionally, the desired data rate in bytes associated with a specific data radio bearer
-
the NR-U packets that were declared as being "lost";
-
an indication of radio linkage outage or radio link resume for the concerned data radio bearer;-

However, the traditional F1-U flow control is associated to one UE DRB specific GTP tunnel, and can only be used for UE access bearer from UE’s access IAB-Node DU to IAB-Donor-CU-UP. Besides, legacy DDDS based feedback information can only report the transmission status of access link. However, data overflow may also happen in the backhaul link. For example in Figure 1, if backhaul link between IAB node 2 and IAB node 3 suffers congestion or blockage while the access link between UE and IAB node 3 is good enough, IAB node 3 can report the downlink transmission status of per UE DRB to IAB donor CU-UP via legacy DDDS to request more DL data for unlimited access link. Based on the receiving DDDS, IAB donor cannot detect the backhaul link congestion/blockage and may still infuse the DL data to wireless backhaul link, and then aggravate the congestion over backhaul link.

Observation 1 Based on the information in current DDDS, IAB donor cannot detect the backhaul link congestion/blockage and conduct flow control operations in time.
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Figure 1. Example scenario of flow control for IAB network

As a candidate solution, each access IAB node, such as IAB node 3, can also report the DL receiving status from its parent node via the enhanced DDDS frame, the DL receiving status may include e.g. the highest NR PDCP PDU sequence number successfully received from the parent node. With the DL receiving status reported from the access IAB node, it is possible for the IAB donor CU to judge whether the congestion is occurred in access link or BH link. 
For example, if the highest receiving NR PDCP PDU sequence number is much lower than the highest seqeunce number which IAB donor CU had transmitted, IAB donor CU can deduce that the backaul link had suffered congested. And if it is the backhaul link suffers congestion, rather than the access link, the IAB donor CU can adjust the load balancing strategy to send more packet to the access IAB node via an additional BH path. If the congestion problem occurs in the access link, the IAB donor CU can slow down the transmission of the UE DRB packet. Anyway, based on the flow control feedback informationm, the detailed action of IAB donor CU is left to network implementation.
Proposal 1 Access IAB node can report the receiving status for backhaul link via the enhanced DDDS frame, which at least includes the highest NR PDCP PDU SN successfully received from parent node.

In addition, CP based solution can be also applied to mitigate the congestion over the backhaul link, and we prepare CP based solution in another paper [5].
3 Conclusion
In this paper, we discusses how to support end-to-end flow control mechanisms for downlink from RAN3 point of view, and we propose:

Observation 1 Based on the information in current DDDS, IAB donor cannot detect the backhaul link congestion/blockage and conduct flow control operations in time.

Proposal 2 Access IAB node can report the receiving status for backhaul link via the enhanced DDDS frame, which at least includes the highest NR PDCP PDU SN successfully received from parent node.

In addition, the corresponding TP for TS 38.425 is provided in appendix.
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Appendix: Text Proposal for TS 38.425
Start of Change

3.1
Definitions

For the purposes of the present document, the terms and definitions given in 3GPP TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in 3GPP TR 21.905 [1].

Corresponding node: a node interacting with a node hosting NR PDCP for flow control. In case of IAB, this node refers to the IAB-node DU functionality serving the UE for the corresponding data radio bearer. 
Master node: as defined in TS 37.340 [3].
Parent node: a node providing access service to an IAB node.
Secondary node: as defined in TS 37.340 [3].

Next Change

5.2
NR user plane protocol layer services

The following functions are provided by the NR user plane protocol:

-
Provision of NR user plane specific sequence number information for user data transferred from the node hosting NR PDCP to the corresponding node for a specific data radio bearer.

-
Information of successful in sequence delivery of NR PDCP PDUs to the UE from the corresponding node for user data associated with a specific data radio bearer.

-
Information of successful received of NR PDCP PDUs from the parent node of corresponding node for user data associated with a specific data radio bearer.

-
Information of NR PDCP PDUs that were not delivered to the UE or not transmitted to the lower layers.

-
Information of NR PDCP PDUs transmitted to the lower layers for user data associated with a specific data radio bearer.

-
Information of downlink NR PDCP PDUs to be discarded for user data associated with a specific data radio bearer; 

-
Information of the currently desired buffer size at the corresponding node for transmitting to the UE user data associated with a specific data radio bearer.

-
Information of the currently desired data rate in bytes at the corresponding node for transmitting to the UE user data associated with a specific data radio bearer;
-
Information of successful in sequence delivery of NR PDCP PDUs to the UE from the corresponding node for retransmission user data associate with a specific data radio bearer;

-
Information of NR PDCP PDUs transmitted to the lower layers for retransmission user data associated with a specific data radio bearer.
-
Information of the specific events at the corresponding node.

-
Information on Radio Link Quality from the corresponding node for user data associated with a specific data radio bearer.

Next Change

5.4.2
Downlink Data Delivery Status

5.4.2.1
Successful operation

The purpose of the Downlink Data Delivery Status procedure is to provide feedback from the corresponding node to the node hosting the NR PDCP entity to allow the node hosting the NR PDCP entity to control the downlink user data flow via the corresponding node for the respective data radio bearer. The corresponding node may also transfer uplink user data for the concerned data radio bearer to the node hosting the NR PDCP entity together with a DL DATA DELIVERY STATUS frame within the same GTP-U PDU.

The Downlink Data Delivery Status procedure is also used to provide feedback from the corresponding node to the node hosting the NR PDCP entity to allow the node hosting the NR PDCP entity to control the successful delivery of DL control data to the corresponding node.

When the corresponding node decides to trigger the feedback for Downlink Data Delivery procedure it shall report as specified in section 5.2:

a)
in case of RLC AM, the highest NR PDCP PDU sequence number successfully delivered in sequence to the UE among those NR PDCP PDUs received from the node hosting the NR PDCP entity i.e. excludes those retransmission NR PDCP PDUs;

b)
the desired buffer size in bytes for the concerned data radio bearer;

c)
optionally, the desired data rate in bytes associated with a specific data radio bearer configured for the UE;

d)
the NR-U packets that were declared as being "lost" by the corresponding node and have not yet been reported to the node hosting the NR PDCP entity within the DL DATA DELIVERY STATUS frame;

e)
if retransmission NR PDCP PDUs have been delivered, the NR PDCP PDU sequence number associated with the highest NR-U sequence number among the retransmission NR PDCP PDUs successfully delivered to the UE in sequence of NR-U sequence number;

f)
if retransmission NR PDCP PDUs have been transmitted to the lower layers, the NR PDCP PDU sequence number associated with the highest NR-U sequence number among the retransmission NR PDCP PDUs transmitted to the lower layers in sequence of NR-U sequence number;

g)
the highest NR PDCP PDU sequence number transmitted to the lower layers among those NR PDCP PDUs received from the node hosting the NR PDCP entity i.e. excludes those retransmission NR PDCP PDUs;
h)
the highest NR PDCP PDU sequence number successfully received from the parent node of corresponding node.
NOTE:
If a deployment has decided not to use the Transfer of Downlink User Data procedure, d), e) and f)  above are not applicable.
As soon as the corresponding node detects the successful RACH access by the UE for the corresponding data radio bearer(s), the corresponding node shall send initial DL DATA DELIVERY STATUS frame to the node(s) hosting the NR PDCP entity(ies). The node hosting NR PDCP entity may start sending DL data before receiving the initial DL DATA DELIVERY STATUS frame. In case the DL DATA DELIVERY STATUS frame is sent before any NR PDCP PDU is transferred to lower layers, the information on the highest NR PDCP PDU sequence number successfully delivered in sequence to the UE and the highest NR PDCP PDU sequence number transmitted to the lower layers may not be provided. In case the DL DATA DELIVERY STATUS frame is sent before any NR-U packet is received, the highest NR PDCP PDU sequence number successfully received from the parent node of corresponding node may not be provided.
The DL DATA DELIVERY STATUS frame shall also include a final frame indication when this frame is the last DL status report. When receiving such indication, the node hosting the NR PDCP entity considers that no more UL or DL data is expected to be transmitted between the corresponding node and the UE.

The DL DATA DELIVERY STATUS frame may also include an indication of detected radio link outage or radio link resume for the concerned data radio bearer. When receiving an indication of radio link outage detection, the node hosting the NR PDCP entity considers that traffic delivery over the data radio bearer configured for the UE is unavailable at the corresponding node both in UL and DL. When receiving an indication of radio link resume detection, the node hosting the NR PDCP entity considers that traffic delivery over the data radio bearer configured for the UE is available at the corresponding node both in UL and in DL. When receiving an indication of UL or DL radio link outage detection, the node hosting the NR PDCP entity considers that traffic delivery over the data radio bearer configured for the UE is unavailable at the corresponding node for UL or DL, depending on the indicated outage. When receiving an indication of UL or DL radio link resume detection, the node hosting the NR PDCP entity considers that traffic delivery over the data radio bearer configured for the UE is available at the corresponding node in UL or in DL, depending on the indicated resume.

The node hosting the NR PDCP entity, when receiving the DL DATA DELIVERY STATUS frame:

-
regards the desired buffer size under b) and the data rate under c) above as the amount of data to be sent from the hosting node:

-
If the value of the desired buffer size is 0, the hosting node shall stop sending any data per bearer.

-
If the value of the desired buffer size in b) above is greater than 0, the hosting node may send up to this amount of data per bearer starting from the last "Highest successfully delivered NR PDCP Sequence Number" for RLC AM, or the hosting node may send up to this amount of data per bearer starting from the last "Highest transmitted NR PDCP Sequence Number" for RLC UM.

-
The value of the desired data rate in c) above is the amount of data desired to be received in a specific amount of time. The amount of time is 1 sec.
-
The information of the buffer size in b) above and of the data rate in c) above is valid until the next DL DATA DELIVERY STATUS frame is received.

-
is allowed to remove the buffered NR PDCP PDUs of a RLC AM bearer, according to the feedback of successfully delivered NR PDCP PDUs;

-
decides upon the actions necessary to take for NR PDCP PDUs reported other than transmitted and/or successfully delivered.

In case of RLC AM, after the highest NR PDCP PDU sequence number successfully delivered in sequence is reported to the node hosting the NR PDCP entity, the corresponding node removes the respective NR PDCP PDUs. For RLC UM, the corresponding node may remove the respective NR PDCP PDUs after transmitting to lower layers.
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Figure 5.4.2.1-1: Successful Downlink Data Delivery Status
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5.5
Elements for the NR user plane protocol

>>>> Unchanged parts are skipped<<<<

5.5.2
Frame format for the NR user plane protocol

>>>> Unchanged parts are skipped<<<<

5.5.2.2
DL DATA DELIVERY STATUS (PDU Type 1)

This frame format is defined to transfer feedback to allow the receiving node (i.e. the node that hosts the NR PDCP entity) to control the downlink user data flow via the sending node (i.e. the corresponding node).

The following shows the respective DL DATA DELIVERY STATUS frame. The Figure shows an example of how a frame is structured when all optional IEs (i.e. those whose presence is indicated by an associated flag) are present.

Absence of such an IE changes the position of all subsequent IEs on octet level.

	Bits
	Number of Octets

	7
	6
	5
	4
	3
	2
	1
	0
	

	PDU Type (=1)
	Highest Transmitted NR PDCP SN Ind 
	Highest Delivered NR PDCP SN Ind
	Final Frame Ind.
	Lost Packet Report
	1

	Spare
	Highest Received NR PDCP SN Ind
	Data rate Ind.
	Retransmitted NR PDCP SN Ind
	Delivered Retransmitted NR PDCP SN Ind
	Cause Report
	1

	Desired buffer size for the data radio bearer
	4

	Desired Data Rate
	0 or 4

	Number of lost NR-U Sequence Number ranges reported
	0 or 1

	Start of lost NR-U Sequence Number range
	0 or (6* Number of reported lost NR-U SN ranges)

	End of lost NR-U Sequence Number range
	

	Highest successfully delivered NR PDCP Sequence Number
	0 or 3

	Highest transmitted NR PDCP Sequence Number
	0 or 3

	Cause Value
	0 or 1

	Successfully delivered retransmitted NR PDCP Sequence Number
	0 or 3

	Retransmitted NR PDCP Sequence Number
	0 or 3

	Highest successfully received NR PDCP Sequence Number
	0 or 3

	Padding
	0-3



Figure 5.5.2.2-1: DL DATA DELIVERY STATUS (PDU Type 1) Format
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5.5.3
Coding of information elements in frames

>>>> Unchanged parts are skipped<<<<

5.5.3.x
Highest Received NR PDCP SN Ind

Description: This parameter indicates the presence of Highest successfully received NR PDCP Sequence Number.

Value range: {0= Highest successfully received PDCP Sequence Number not present, 1= Highest successfully received PDCP Sequence Number present}.

Field length: 1 bit.

5.5.3.y
Highest successfully received NR PDCP Sequence Number

Description: This parameter indicates feedback about the received status of NR PDCP PDUs at the corresponding node from parent node.

Value range: {0..218-1}.

Field length: 3 octets.

End of Change
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