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1	Introduction
In RAN3#96, TP for gNB-CU/DU architecture against TS38.401 was agreed [1] including following note.
NOTE:	For resiliency, a gNB-DU may be connected to multiple gNB-CU by appropriate implementation.

It seems better to clarify what to be performed for resiliency because, on above description, the intended behaviour is not clear.
2	Discussion
Firstly, it seems better to analyse what is intended by the note. As shown in note, the case where multiple gNB-CUs against one gNB-DU case is assumed. Because “resiliency” is discussed, failure of gNB-CU needs to be considered. 
[bookmark: _GoBack]Observation 1: failure of gNB-CU where one gNB-DU is connected to multiple gNB-CU is assumed by the note in TS38.401.
On the other hand, considering one gNB-CU can fully control the connected gNB-DU (e.g. cell activation/deactivation), it may be difficult to connect multiple gNB-CUs simultaneously over F1AP without very tight coordination (e.g. via OAM) on inter-vendor operation.
Observation 2: Simultaneous connection to multiple gNB-CU over F1AP seems to be difficult on inter-vendor operation because tight coordination (e.g. OAM) between gNB-CUs would be required.

Considering on the observations, following would be one of the scenarios aimed here.
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Figure 1: resiliency on gNB-CU failure
Procedure would be as follows.
1) gNB-DU connects to one gNB-CUs over F1AP and the gNB-CU serves for every UEs in the gNB-DU.  
(gNB-DU may connect to other  gNB-CUs over transport only.).
2) Once one gNB-CU (or its transport) is failed, the gNB-DU tries to connect to other gNB-CUs over F1AP
(And, UEs will reconnect to gNB-DU and new gNB-CU.)

However, whether the note directly intends to such behaviour seems unclear. So, it would be better to clarify the one of intended behaviour by the note is as mentioned above.

Proposal: Because the intention of the “resiliency” note in current TS38.401 is not clear, RAN3 to clarify following is the one of intended behaviour.
1) gNB-DU connects to one gNB-CUs over F1AP and the gNB-CU serves for every UEs in the gNB-DU.  
(gNB-DU may connect to other  gNB-CUs over transport only.).
2) Once one gNB-CU (or its transport) is failed, the gNB-DU tries to connect to other gNB-CUs over F1AP
(And, UEs will reconnect to gNB-DU and new gNB-CU.)

[bookmark: _Toc462752872][bookmark: _Toc486184477]3	Conclusion
It seems better to clarify what is the actual intended behaviour on the note.
Following observations and proposals were obtained.
Observation 1: failure of gNB-CU where one gNB-DU is connected to multiple gNB-CU is assumed by the note in TS38.401.
Observation 2: Simultaneous connection to multiple gNB-CU over F1AP seems to be difficult on inter-vendor operation because tight coordination (e.g. OAM) between gNB-CUs would be required.
Proposal: Because the intention of the “resiliency” note in current TS38.401 is not clear, RAN3 to clarify following is the one of intended behaviour.
1) gNB-DU connects to one gNB-CUs over F1AP and the gNB-CU serves for every UEs in the gNB-DU.  
(gNB-DU may connect to other  gNB-CUs over transport only.).
2) Once one gNB-CU (or its transport) is failed, the gNB-DU tries to connect to other gNB-CUs over F1AP
(And, UEs will reconnect to gNB-DU and new gNB-CU.)
Note that same issue is in CP-UP separation as similar description is there.
Corresponding CRs are available in [2]
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