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1	Introduction
In the last meeting, the EN-DC multiple SCTP was discussed, but not concluded. This contribution further analyse the comments received in last meeting, and proposes a way forward.
2	Discussion
During the discussion in the last meeting, the main argument was the validity of the scenario. A few companies consider the en-gNB is just small cell without implementing the CU-DU architecture, and an en-gNB only connects to one or a few MeNB(s), thus no scalability issue on SCTP. However, this is just one possible scenario. It is also possible that the en-gNB is implemented with CU-DU architecture. For example, a (or a few) centralized en-gNB-CU is deployed to serve the whole city, and the en-gNB-DU is deployed at the MeNB’s coverage. Many MeNBs in the city connect to the centralized CU via X2. This option allows the operator to easily migrate to SA in the future. Thus, there is no reason to restrict to the 1st option that en-gNB is just a small cell and exclude the 2nd option of a cloudified en-gNB with many gNB-DUs. 
Observation: It is a valid scenario that the en-gNB use a centralized CU and connect to many MeNBs.
In the 2nd option, the scalability issue is the same as F1, E1 and other interfaces, as described in ([1]) 
The scenario to be considered is as below:
· eNB1 has a SCTP association with gNB1-CU-CP
· A new gNB-CU-CP instance is added for gNB-CU-CP (e.g., for capacity improvement of the gNB). This new gNB-CU-CP instance has a new SCTP endpoint (with a new IP address different to existing SCTP endpoint, or an existing IP address plus a new port number different to existing SCTP endpoint).
· NOTE: It would be preferable to keep the same IP address, but distinguish the new gNB-CU-CP instance using a different port number, specially if the new instance addition is meant for capacity improvement. 
· gNB1-CU-CP initiates NG, Xn, F1, E1 procedure to inform the peer node to add the new SCTP association using the new SCTP endpoint, thus to use the new CU-CP instance. 
· When the peer node sends a message over the new SCTP associations, the message is routed via transport layer to the new CU-CP instance.  
· The question is how to enable the MeNB to use the new gNB-CU-CP instance for X2 interface.


Several options were discussed in previous RAN3 meeting:
· Option 1: multiple SCTP
In this option, the EN-DC X2 will be similar to NG/F1/E1/Xn on the support for multiple SCTP. The gNB-CU-CP can dynamically request the MeNB to add/modify/remove SCTP association and related gNB-CU-CP instance. 
This also means that for all the UEs served by the new gNB-CU-CP instance, the protocol interface terminations (NG/F1/E1/X2/Xn) are possible to be terminated and handled in the same gNB-CU-CP instance. This is one of the critical factors, keeping in mind the latency issue.

· Option 2: Multi-homing with RFC5061
In this option SCTP supports multi homing, with additional implementation of IETF RFC5061 to dynamically add/delete IP address. When there is a need to dynamically add a new gNB-CU-CP instance, or to remove an existing gNB-CU-CP instance, the gNB-CU-CP initiate the SCTP Address Configuration Change Chunk to add the IP address of the new gNB-CU-CP instance, or delete the IP address of an existing gNB-CU-CP instance. However, we need to note following aspects:
· It was already discussed and concluded in RAN3 over 1-year ago on the benefit for multiple SCTP vs. multi-homing. There is clear benefit for multiple SCTP vs. multi-homing. There is no need to re-open the already concluded discussion.
· This option does not work when the new SCTP endpoint uses dynamic port (i.e. an existing TNL address with a dynamic port as agreed in current NG/F1/E1/Xn). According to RFC5061, “The port number can never be changed.”. So, when the new gNB-CU-CP instance is introduced with the purpose of capacity improvement of a gNB, this solution will not work.
· RFC5061 is currently not referenced in RAN3 specifications.

· Option 3: by implementation
This option was proposed during the offline discussion in last RAN3 meeting. In this option, the EN-DC X2 only use one SCTP endpoint in the gNB1-CU-CP. The eNB is unaware of the addition of a new gNB-CU-CP instance, or a removal of an existing gNB-CU-CP instance. The initial SCTP association is setup with the 1st gNB-CU-CP instance. When additional gNB-CU-CP instance is added, it may need to register with the 1st gNB-CU-CP instance. For the received X2AP messages, the 1st gNB-CU-CP instance “inspect the AP messages arriving to a single SCTP endpoint (single IP address and port number) and route them to the proper instance of the node (new instance of the CU-CP) based on e.g. AP IDs.” A dedicated gNB-CU-CP instance (i.e. the 1st gNB-CU-CP instance) is responsible for the X2AP application layer routing of the incoming X2AP messages.

· This option requires the gNB-CU-CP to implement two different routing, i.e. the Transport Layer based routing for NG, Xn, F1 and E1 interfaces supporting multiple SCTP, and the Application Layer based routing for X2 interface. This complicates the gNB-CU-CP instance. 
· It cannot support the case when the gNB-CU-CP decide to assign one SCTP endpoint and related X2 interface instance to one eNB (e.g. eNB1), and assign another SCTP endpoint and related X2 interface instance to another eNB (e.g. eNB2), especially when the objective of the new gNB-CU-CP instance is capacity improvement which might reusing the same IP address for the newly added instance.
· All X2 signaling from a peer eNB is terminated at one SCTP endpoint, and inspected by the 1st gNB-CU-CP instance before the X2AP message is forwarded to the actual gNB-CU-CP instance. The single point failure of this SCTP endpoint or the 1st gNB-CU-CP instance will fail the whole X2 interface, even other SCTP endpoint and other gNB-CU-CP instances are ok. This eliminates the benefit of redundancy by introducing the multiple SCTP and multiple instances.
· This option does not support the dynamic removal of the 1st SCTP endpoint and the related gNB-CU-CP instance. 
· This option adds additional delay, i.e. before the X2AP message is actually processed, the 1st gNB-CU-CP instance need to decode the X2AP message, check the X2AP ID, and route the X2AP message to the assigned gNB-CU-CP instance. This also adds additional complexity for the coordination between the 1st gNB-CU-CP instance and the other gNB-CU-CP instance. For example, when a X2AP procedure is rejected or failed, or the X2AP UE context is removed, the actual gNB-CU-CP instance need to instruct the 1st gNB-CU-CP instance to update the routing table.  
· Both the redundancy, reliability, and latency are detrimental to the performance of a gNB. Since multiple SCTP associations with dynamic port numbers are already allowed for all the other interfaces, there is no strong reason to exclude only X2 protocol from this enhancement.
Considering above analysis, it is preferred to adopt Option 1 Multiple SCTP for EN-DC X2. This enables the gNB-CU-CP to take the full flexibility and benefit for the Multiple SCTP support. This also simplifies the gNB-CU-CP implementation by using a unified routing mechanism for all interfaces. 
To minimize the impact to the eNB, the multiple SCTP endpoint is only supported in the gNB-CU-CP. The en-gNB can add/update/remove SCTP endpoints. The eNB still only have one SCTP endpoint for EN-DC X2 interface.
Proposal: RAN3 agree multiple SCTP support for EN-DC X2 interface. The en-gNB can add/update/remove SCTP endpoints. 

3	Conclusion
Proposal: RAN3 agree multiple SCTP support for EN-DC X2 interface. The en-gNB can add/update/remove SCTP endpoints. 
[bookmark: _GoBack]Stage-2 CR can be found in [3], and Stage-3 CR can be found in [4].
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