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1 Introduction
The WI on integrated access and backhaul for NR was setup in RAN#82 [1] and the following objective was agreed:

-
Specification of a flow control mechanism (for DL and, if necessary, for UL) to handle congestion.
In the RAN2#105bis meeting [2], following agreements were achieved for IAB flow control.

· Flow control is supported in both upstream and downstream directions in order to avoid congestion-related packet drops on IAB-nodes and IAB-donor DU. 

· In upstream direction, UL scheduling is considered baseline for hop-by-hop flow control. End-to-end flow control is FFS. 

· In downstream direction, the NR UP protocol is considered baseline for end-to-end flow control. Hop-by-hop flow control is FFS. 

And in the RAN2 #107 meeting, UL end-to-end flow control was excluded for IAB network. While for the DL end-to-end flow control, several enhanced solutions which potentially impacted F1 interface were discussed by RAN2, and an LS [3] was sent to RAN3 for assessing the feasibility of the following solutions and any other options as RAN3 deems fit.

· Enhance existing F1-U flow control through changes to NR UP DDDS, by reporting additional information from the access node to the CU; and

· Modify F1 flow control by sending feedback to the CU (CU-UP and/or CU-CP) from intermediate nodes (where congestion is occurring)

After discussion during the last RAN3 meeting [4], several initial conclusions were agreed:

· Use current DDDS for e2e flow control in IAB; necessary enhancements to DDDS are not precluded

· The existing flow control mechanism via DDDS is reused for IAB, i.e. the DDDS is sent from the access IAB node to the IAB-donor-CU-UP, or IAB-donor-CU (in case of no CP-UP split)

· The NR user plane protocol is applicable to IAB, where it is also used for the end-to-end flow control and congestion prevention/mitigation over wireless backhaul link(s)

Enhancements to DDDS from user plane are discussed in another paper [5]. And in this paper, we will further discuss how to support end-to-end flow control mechanisms for IAB from control plane point of view.

2 Discussion
It has been agreed that flow control can be considered as a mechanism to address downlink data congestion. From user plane point of view, the parent IAB node or IAB-donor CU-UP may slow down the downlink data transmission rate to alleviate downlink data congestion, based on flow control related information. However, the QoS of the UE’s traffic would be impacted, and may not be guaranteed, since the transmission rate is slowed down. The most direct impact is the increase of latency, which will potentially result in violation of the PDB for traffic.
Observation 1 Throttling data rate may have negative impact on the latency, potentially result in violation of the PDB for traffic.
In the following, some other approaches are analyzed to handle congestion from control plane point of view.

a) Route switching/selection
With a DAG topology which supporting dual-connectivity for IAB node, route switching can be done dynamically to rebalance traffic load across different links according to the available capacity. As shown in Figure 1, if the link between IAB node 1 and IAB node 2 becomes congested or suffers from blockage. Since there exists an alternative path between the IAB donor and IAB node 4, the congestion could be mitigated by diverting more traffic packets of UE’s served by IAB node 4 through the alternate 2nd path.

In addition, for a spanning tree topology, the congested IAB node can be switched by the network to connect another parent node which has enough backhaul capacity.
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Figure 1. Example scenario of IAB network

b) Resource repartitioning

In addition, link congestion is often caused by a mismatch between the capacity of available air interface resources, and the amount of traffic should be transmitted via the link. Furthermore, in a multi-hop IAB network, DL/UL sub-frame configurations may be coordinated between different links and IAB nodes in order to avoid inter-link interference. Therefore, one way to address congestion at an IAB node or backhaul link is to repartition the air interface resource (e.g. between UL and DL) or to coordinate among different IAB nodes so that a node that is not suffering congestion vacates the use of some air-interface resource, which can then be used by another congested IAB node in its proximity, without causing excessive interference.
Observation 2 Several approaches may be employed to alleviate the impacts of IAB BH link congestion, including: allocation of additional air interface resources to the congested BH link, changing the routing of some traffic flows to alleviate the load of the congested link, etc.

As described in the IAB WI [1], the function of topology, route and resource management are all subjected to the IAB donor CU-CP. Therefore, the parent node of congested BH link (including the IAB node DU, and the IAB donor DU) can also report congestion status or link load of backhaul link to IAB donor CU-CP, and then IAB donor CU-CP can reallocate air interface resources to the congested BH link and/or change the routing of some traffic flows to avoid using the congested link.
Proposal 1 The parent DU of congested BH link can report congestion status or link load to IAB donor CU-CP with per child link level, and IAB donor CU-CP can reallocate air interface resources and/or change the routing based on the report.

In addition, some appropriate control plane messages (e.g. F1AP message) can be used to carry congestion status from DU part of congested IAB node to IAB donor CU-CP. In the current F1-AP protocol, the gNB-DU can send a gNB-DU Overload Information IE in the GNB-DU STATUS INDICATION message to the gNB-CU, which indicates that the gNB-DU is overloaded or not. Then the gNB-CU shall apply overload reduction actions until being informed with a not-overloaded indication by a new GNB-DU STATUS INDICATION message. The detailed overload reduction policy is up to gNB-CU implementation. Therefore, GNB-DU STATUS INDICATION can be taken as a baseline to carry congestion status reporting from congested IAB node to IAB donor CU-CP, and some further enhancement, e.g. feedback of overload status per child link, can be conducted.
Proposal 2 GNB-DU STATUS INDICATION in F1-AP can be taken as baseline for congestion status reporting from the IAB node/IAB donor DU to the IAB donor CU-CP, with enhancement of supporting per child link overload status reporting.

3 Conclusion
In this paper, we discusses how to support end-to-end flow control mechanisms from control plane point of view, and we propose:

Observation 3 Throttling data rate may have negative impact on the latency, potentially result in violation of the PDB for traffic.
Observation 4 Several approaches may be employed to alleviate the impacts of IAB BH link congestion, including: allocation of additional air interface resources to the congested BH link, changing the routing of some traffic flows to alleviate the load of the congested link, etc.
Proposal 3 The parent DU of congested BH link can report congestion status or link load to IAB donor CU-CP with per child link level, and IAB donor CU-CP can reallocate air interface resources and/or change the routing based on the report.
Proposal 4 GNB-DU STATUS INDICATION in F1-AP can be taken as baseline for congestion status reporting from the IAB node/IAB donor DU to the IAB donor CU-CP, with enhancement of supporting per child link overload status reporting.
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