
3GPP TSG-RAN WG3 #107-e





R3-200542
24 February-6 March 2020

Online
Agenda Item:
17.2.4.3
Source:

CATT 

Title:
discussion on Higher Layer Multi-Connectivity Solution#4
Document for:
Discussion and Decision

1. Introduction
In last RAN3 meeting, the Higher Layer Multi-Connectivity solutions #4 for NRIIOT in RAN was discussed and stage 3 was captured. Some remaining issues are logged in Summary of NRIIOT_Sol4[1] . 
Proposal 1: It is FFS whether it is needed to introduce explicit redundant release indicator.

Proposal 2: It is FFS whether redundancy characteristic of a QoS/PDU Session can be changed. 

Proposal 3: The redundant network instance is needed for transport network resource selection.

Proposal 4: Each N3 tunnel may belong to different Network Instance and discuss how to correct it in specification in next meeting.
This contribution focus on discussion on the proposal 4 mentioned issues and cause value issue of the stage 3 specification of the Solution #4
2. Discussion
2.1 Network Instance

Regarding to the issue in above proposal 4, Each N3 tunnel may belong to different Network Instance and discuss how to correct it in specification in next meeting. 
Two NG UP tunnels are need for the NG interface for the redundancy QoS flow data transmission. The transport layer of two tunnels state as blow:
To ensure the two N3 tunnels are transferred via disjointed transport layer paths, the NG-RAN node, SMF or PSA UPF should provide different routing information in the tunnel information (e.g. different IP addresses or different Network Instances), and these routing information should be mapped to disjoint transport layer paths according to network deployment configuration.
The two tunnels may belong to one Network instance or two different network instances. The network instance is descripted as below. The UPF select the data base on this information as specified in 23.501[2]. 
a Network Instance can be defined e.g. to separate IP domains, e.g. when a UPF is connected to 5G-ANs in different IP domains, overlapping UE IP addresses assigned by multiple Data Networks, transport network isolation in the same PLMN, etc.
In case of PDU session split, the Additional UL NG-U UP TNL Information for split case in DC also may belong to different network instance.
In current spec, no specific Network Instance is defined for the Additional UL NG-U UP TNL information.
Proposal 1：Additional UL NG-U UP TNL Information shall have specific Network Instance 
2.3 Failure for PDU setup and Handover
If the redundant QoS flow is failure to setup when PDU session setup or modify, the cause value should be carried in the response to 5G CN.

In handover case, the TS 23.501[2] state as below:
During UE mobility, when the UE moves from NG-RAN supporting redundant transmission to NG-RAN not supporting redundant transmission, the SMF may release the QoS flow which are subject to redundant transmission.
For the failure case, if the Xn handover performed, the cause value should be carried in handover request ack on Xn and path switch request on NG. If NG handover performed, the cause value should be carried in handover request ack. 
Proposal 2：the cause value for failure shall be shall be carried handover request ack on both Xn and NG,  and path switch request on NG
Proposal 3：the cause value QoS flow Redundant transmission not support for the failure shall introduced in NGAP, XnAP and E1AP

3. Conclusion 

This paper discussed higher layer multi-connectivity solution #4 and provided relevant observations and proposals:
Proposal 1：Additional UL NG-U UP TNL Information shall have specific Network Instance 

Proposal 2：the cause value for failure shall be shall be carried handover request ack on both Xn and NG,  and path switch request on NG
Proposal 3：the cause value QoS flow Redundant transmission not support for the failure shall introduced in NGAP, XnAP and E1AP
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