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Introduction

During RAN3#106 meeting, the following agreements were reached on end to end flow control mechanism in IAB. In this contribution, we discuss whether enhancements to existing flow control mechanism via DDDS are necessary and give our proposals.
	Use current DDDS for e2e flow control in IAB; necessary enhancements to DDDS are not precluded

The existing flow control mechanism via DDDS is reused for IAB, i.e. the DDDS is sent from the access IAB node to the IAB-donor-CU-UP, or IAB-donor-CU (in case of no CP-UP split)


Discussion 

According to the agreements in the RAN3#106 meeting, the existing DDDS mechanism is reused in IAB for E2E flow control. The existing flow control mechanism used in NR user plane protocol is specified in TS38.425, which is shown as below in Figure 1.  

Step 1: CU assigns consecutive F1-U(NR-U) sequence number to each  DL NR-U packet to be transferred and sends the packets to DU. DU detects whether an NR-U packet was lost, and memorises the sequence number(SN) of the lost packet..
Step 2: DU sends the received DL packets to UE through Uu interface.

Step 3: DU feeds back the DDDS to CU, which mainly includes F1-U SNs of the loss packets on  F1-U link (link between CU and DU), the highest PDCP SN of successfully delivered/transmitted packets by DU on the access link (link between DU and UE) and the desired buffer size/rate. The DDDS is sent per UE DRB.

Step 4: CU retransmits the lost packets to DU.

Step 5: DU sends the received DL packets to UE through Uu interface.

Step 6: DU feeds back the PDCP SN of successfully (delivered) retransmitted packets to CU by DDDS.
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Figure 1. the procedure of the existing DL flow control

Via the existing flow cotrol mechanism, the CU is able to control the downlink user data flow via the DU for the respective data radio bearer and control the successful delivery of DL control data to the DU.
Observation 1: Via the existing flow control mechnism, the CU is able to efficiently control the downlink user data flow via the DU for the respective data radio bearer by DDDS.
As stated above, it was agreed that the existing DDDS mechanism is reused in IAB for E2E flow control, i.e. DDDS could be sent form the access IAB node to the IAB donor CU. As illustrated in Figure 2, DL packets from IAB donor CU are firstly forwarded through IAB donor DU to the IAB-node1, then the IAB-node1 transmit them to the access IAB node (i.e. IAB node 2). In the end, the access IAB node transmits the DL packets to UE through Uu interface. The access IAB node could detect the DL packets loss on F1-U link which is between the IAB donor CU and the access IAB node. Meanwhile, the access IAB node could be aware of the highest PDCP SN of successfully delivered/transmited packets to UE on the access link. As a result, the access IAB node could feed back the DDDS which includes the F1-U SNs of the loss packets on F1-U link, the PDCP SN of highest successfully delivered/transmitted packets by the access IAB node on the access link and the desired buffer size/rate. The PDCP SNs of (successfully delivered) retransmitted packets by the access IAB node on the access link may also be included as well. 
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Figure2. Access IAB node feedback DDDS to IAB Donor CU
As is shown in the Figure2, there may be many IAB hops between the CU and the access IAB node. On the multi-hop F1-U link, when downstream data traffic arrives in burst or radio link quality deteriorates quickly on a intermidiate IAB node, short-term congestion may occur. Meanwhile, because of the multi-hop network, the CU may not able to get the DDDS from the access IAB node in time to take measures to relieve the short-term congestion. However, it is agreed in the RAN2#106 meeting that one hop DL flow control feedback is considered for DL hop-by-hop flow control, i.e. congested IAB node feedback flow control info to its parent IAB node. That is to say, the short-term congestion occured at intermidiate IAB-node can be relieved by the hop by hop flow control mechanism. So it is reasonable to use the IAB’s hop-by-hop flow control mechanism together with the existing flow control via DDDS mechanism in IAB to relieve the end-to-end congestion. 
Observation 2: Using the IAB’s hop-by-hop flow control mechanism together with the existing flow control via DDDS mechanism in IAB to relieve the end-to-end congestion. 

It addition, some companies give their proposals on F1-U DDDS enhancement for accessing IAB node[3]. Those proposals can be divided into two schemes as below:

1. [The number of marked bytes in DDDS]

In this scheme, the congested IAB node should mark the BAP Data PDU, and send the marked data to the access IAB-DU. Then the access IAB-DU counts the number of marked bytes and feeds back to the IAB-donor CU-UP the number of marked bytes which is included in the DDDS since the last report.

2. [Receiving status information in DDDS]

In this scheme, the access IAB node provides the receiving status information(the highest received NR PDCP PDU SN, the receiving volume) to IAB Donor CU-UP per UE DRB. When IAB Donor CU-UP receives this information, it can control the data transmission by implementation.

For the first scheme, congestion may occur in different IAB nodes. It may be difficult to set the threshold uniformly for different IAB nodes. In addition, there may be a lot of marked packets which would occupy many bytes in the DDDS. For the second scheme, the access IAB node feeds back the receiving status information of the DL packets on F1-U link between the access IAB node and the IAB Donor CU-UP to IAB Donor CU-UP, which can help the IAB Donor CU-UP to control the DL data transmission. As we can see from the process of the existing DDDs flow control mechanism, the access IAB node will feed back the DL loss packets on F1-U link to the IAB Donor CU-UP, the IAB Donor CU-UP can derive the successfully recevied DL packets by the access IAB node per UE DRB. That is to say, the IAB Donor CU-UP can get the receiving status information of the access IAB node per UE DRB. In our opinion, there is no need for the access IAB node to provide the receiving status information to the IAB Donor CU-UP per UE DRB.

Observation 3: It is not necessary for the access IAB node to provide the receiving status information to the IAB Donor CU-UP per UE DRB.
Proposal 1: Reusing the existing flow control mechanism via DDDS for e2e flow control in IAB is enough, It is not necessary to enhance the existing DDDS.
Conclusion

In this contribution, we mainly discussed the necessary of enhancements to the existing flow control mechanism via DDDS for e2e flow control in IAB. And we have the following observations and proposals:

Observation 1: Via the existing flow control mechnism, the CU is able to efficiently control the downlink user data flow via the DU for the respective data radio bearer by DDDS.
Observation 2: Using the IAB’s hop-by-hop flow control mechanism together with the existing flow control via DDDS mechanism in IAB to relieve the end-to-end congestion. 

Observation 3: There are many other legacy control plane mechanisms to alleviate the congestion, such as admission control, DU overload status report to CU, etc. 

 Proposal 1: Using the existing flow control mechanism via DDDS for e2e flow control in IAB is enough, enhancements to DDDS is unnecessary.
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