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1. Introduction
The following is based on CB#DissAgg1:
[bookmark: _Hlk25258924]CB: DissAgg # 1_TransportNetworkDelay
-  make it a separate solution
-  remove “it is recommended”
-  add evaluation in a separate section
(HW) rev in R3-197734
TP for TR38.823
[bookmark: _Toc23240559][bookmark: _Toc23775087]5.2.3	Solution for Scenario 3
Solution 1: According to TS 38.425, the amount of data per bearer that the node hosting the PDCP entity send to the corresponding node is upper-bounded by desired buffer size. One way to address the problem in Scenario 3 and compensate for transport network delay is to allow the node hosting the PDCP entity to send additional amount of data on top of desired buffer size. This could be accommodated by introducing the following statement in clause 5.4.2.1 of TS 38.425: “The hosting node may send additional amount of data to compensate for transport link delays.”
Solution 2: In this solution, the corresponding node takes the transport network delay into account when it calculates the desired buffer size. That is, the corresponding node estimates the size of the additional amount of data to compensate for link delays, according to the transmission rate over air interface and the transport network delay which is received from the control plane message sent by the node hosting the PDCP entity. Subsequently, the corresponding node calculates the desired buffer size by considering the estimated size of the additional amount of data to compensate for link delays.

<Unchanged Text Omitted>

[bookmark: _Toc23775089]5.3.X	Evaluation of solutions for Scenario 3
...
Compared to Solution 1, Solution 2 can be considered more accurate, since the corresponding node (e.g., gNB-DU) obtains the channel state information and knows the transmission rate over the air interface for each TTI (e.g., 1ms), whereas the node hosting the PDCP entity can only speculate the transmission rate over the air interface by DDR (which indicates the expected data rate of the corresponding node in 1s). Moreover, in solution 1 the corresponding node can also use the transport network delay for scheduling to meet the QoS requirements, especially for the TSN. 
[bookmark: _GoBack]
3GPP
