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Introduction
At the RAN3#105bis meeting, an LS was received from RAN2 [1] regarding flow control in IAB. The contents included flow control related agreements made by RAN2 and the types of flow control solutions that were discussed by RAN2:
	1. Overall Description:
At the ongoing meeting (RAN2#107), RAN2 have discussed the outcome of e-mail discussion [106#44][IAB]  on Flow control, and made the following agreements:

· The UL end-to-end flow control is not supported in IAB network
· The DL hop-by-hop flow control is supported in IAB network. 
· One hop DL flow control feedback is considered for DL hop-by-hop flow control, i.e. congested IAB node feedback flow control info to its parent IAB node.
· DL One-hop flow control feedback should include the IAB node buffer load (details FFS) and flow control granularity info. FFS other information. 
· Per BH RLC channel based flow control feedback can be considered as baseline. FFS on the necessity of other flow control granularity
· BAP layer supports the DL hop-by-hop flow control and flow control feedback function
· It is FFS how to trigger the the DL hop-by-hop flow control in IAB network


The above focuses on DL hop-by-hop flow control since this is within RAN2’s remit. RAN2 would like to inform RAN3 that, in the course of RAN2’s discussions on flow control in IAB, several solutions were additionally discussed for what was broadly termed DL end-to-end flow control, potentially impacting F1 interface. More specifically, the following solutions were discussed in RAN2 to:
· Enhance existing F1-U flow control through changes to NR UP DDDS, by reporting additional information from the access node to the CU; and
· Modify F1 flow control by sending feedback to the CU (CU-UP and/or CU-CP) from intermediate nodes (where congestion is occurring)

2. Actions:
RAN2 has agreed to support DL hop-by-hop flow control. RAN2 would also like to inform RAN3 our intention to address end-to-end solutions for DL flow control. As the detailed solutions comprising changes to F1 are within RAN3 scope, RAN2 kindly asks RAN3 to take above into account, discuss feasibility of these and any other options as RAN3 deems fit, and feedback to RAN2 if further actions are needed on our part to realize any RAN3-agreed solutions.


In this contribution we specifically focus on one aspect of the solutions described in the LS that we think is important for RAN3 to consider and discuss. 
 Congestion Indication to CU-CP
Release 15 specifications define a flow control mechanism on the F1-U interface that enables the gNB-DU to provide downlink data delivery status (DDDS) information to the CU-UP. The DDDS PDU provides the highest successfully delivered PDCP sequence number, desired buffer size, and minimum desired buffer size information in addition to information about lost F1-U sequence numbers. In the context of an IAB network, this DDDS mechanism may work well to provide end-to-end downlink flow control between the access IAB node and the CU-UP. 
However, currently no mechanism exists to provide congestion information from intermediate IAB nodes to the CU-UP. Furthermore, no mechanism exists at all to provide any congestion related information from either the access IAB node or intermediate IAB nodes to the CU-CP.
In an IAB network, the CU-CP performs critical functions that are of great importance to the proper functioning of the IAB network. For example, the CU-CP performs all routing decisions and configuration of forwarding tables at IAB nodes in the network. The CU-CP also configures each IAB node with mappings between backhaul RLC channels and UE bearers, and provides resource configurations to each IAB node that determine which resources are utilized by the IAB node. The CU-CP is responsible for making topology changes within the IAB network in response to changing conditions (e.g. link failures, etc.). 
Observation 1: In an IAB network, the CU-CP performs critical functions of great importance to the proper functioning of the IAB network, such as routing, bearer mapping, resource configuration, etc.
In the event that there is significant congestion being experienced in a part of the IAB network, according to current specifications there is no mechanism available to indicate such congestion directly to the CU-CP so that the CU-CP can take some corrective action. The existing congestion reporting mechanism is end-to-end between the access IAB node and the CU-UP, and any user plane enhancements to consider congestion reporting from intermediate IAB nodes to the CU-UP may not help the CU-CP without some additional enhancements to the E1 interface to relay such congestion information from the CU-UP to CU-CP. Even if such enhancements are made to the E1 interface, such a solution may not be optimal for network performance due to the additional delay incurred in relaying the information over E1 interface to the CU-CP. If the congestion event is severe, timely reporting of such congestion information directly to the CU-CP may make it possible for the CU-CP to take timely corrective actions such as rerouting the data flow or making topology changes or changing resource configurations. 
Observation 2: Timely reporting of congestion information directly to the CU-CP may make it possible for the CU-CP to take timely corrective actions such as rerouting data flows or making topology changes or changing resource configurations.
Consequently, we believe that RAN3 should discuss how to provide congestion indication information from IAB nodes to the CU-CP via F1AP interface in order to enable the CU-CP to maintain a picture of existing congestion conditions across the entire IAB network it supports. 
Proposal 1: RAN3 should consider providing congestion indication information via F1AP from IAB nodes to the CU-CP.
Conclusion
In this contribution we discussed the need for providing congestion indication from IAB nodes to the CU-CP. The following observations and proposal were offered for consideration: 
Observation 1: In an IAB network, the CU-CP performs critical functions of great importance to the proper functioning of the IAB network, such as routing, bearer mapping, resource configuration, etc.
Observation 2: Timely reporting of congestion information directly to the CU-CP may make it possible for the CU-CP to take timely corrective actions such as rerouting data flows or making topology changes or changing resource configurations.
Proposal 1: RAN3 should consider providing congestion indication information via F1AP from IAB nodes to the CU-CP.
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