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1. Introduction

In Disaggregated gNB enhancement SI, it was ever proposed to introduce accurate downlink delivery status report to support efficient downlink transmission. For example, for efficient downlink retransmission, in order to prevent having DL PDCP PDUs which has been successfully delivered over one leg to be retransmitted over another leg, whereas DL PDCP PDUs with a lower serial number is yet not successfully delivered (i.e. PDUs arrive at the UE in an out-of-sequence manner). Another example is PDCP duplication: if one PDCP PDU has been successfully delivered to the UE via one leg, PDCP layer may inform another leg to remove the corresponding PDCP PDU in the RLC buffer.
However, there was a doubt on the benefit for a gNB-DU to inform the gNB-CU within the DDDS frame the precise delivery status of out-of-sequence delivered PDCP PDUs, claiming that the out-of-sequence PDUs are always very few so that the benefit is negligible compared to the complexity it introduced.
In this contribution, we will analyse this issue again, to point out that the amount of out-of-sequence PDUs can often be quite considerable.
2. Discussion
Ordinarily the RLC layer cannot detect such radio deterioration instantly. According to TS 38.322, the transmitting RLC entity can only get aware of RLC PDU delivery status by receiving a STATUS PDU (an RLC control PDU) from its peer RLC entity (i.e. the receiving side). This is mainly used for the ARQ mechanism.
There are two possible ways to trigger the receiving RLC entity to send a STATUS PDU: polled by the sending RLC entity (possibly with a delay), or caused by expiry of t-Reassembly. According to §5.3.4 of TS 38.322, the receiving RLC entity shall include in the STATUS PDU only the transmission status of the RLC SDU SNs between two variables: “RX_Next” and “RX_Highest_Status”. According to §5.2.3.2.3 and §5.2.3.2.4 of TS 38.322, these two variables are exactly the same and synchronous, unless the timer t-Reassembly has expired which increased the “RX_Highest_Status” uniquely. The value of t-Reassembly should be set slightly longer than HARQ retries ended, i.e. the receiving RLC entity should not indicate any NACK of a RLC SDU when its HARQ process may still be on-going, as implied in §5.3.4:
	NOTE 1:
This ensures that the RLC Status report is transmitted after HARQ reordering.


The expiry value of t-Reassembly is configured by RRC signalling. The typical value of t-Reassembly can be identical to a time interval during which around 60 RLC SDUs can be send by the lower layer, considering the number of simultaneous HARQ procedures could be set 16 and HARQ procedure would typically retry 3 times. (60 would be a safe value larger than 3×(16−1), since the Uu conditions may fluctuate, affecting the data delivery rate.)
Here we consider the following case for example:
· No RLC segmentation, i.e. one RLC SDU maps to one RLC PDU.
· Before retransmission over the other leg, the RLC SN on the old leg is identical to the PDCP SN.
· RLC SDU #100 is the packet for which the HARQ procedure fails.
· Any other RLC SDU is successfully delivered to the UE without any HARQ retry.
This means that the receiving RLC entity receive all RLC SDUs in sequence, except for RLC SDU #100.
Step 0: At first, the receiving RLC entity will increase the variables “RX_Next”, “RX_Highest_Status” and “RX_Next_Highest” synchronously upon receiving every RLC SDU.
Step 1: When receiving RLC SDU #99, it will set all the three variables as 100.
Step 2: The next RLC SDU it receives is #101. Since 101≠100, it does not increase the variables “RX_Next” and “RX_Highest_Status”. Nevertheless it still set the variable “RX_Next_Highest” as 102. At this time of point, the timer t-Reassembly starts, due to the fact that “RX_Next_Highest” > “RX_Next” +1. The variable “RX_Next_Status_Trigger” is also set to 102, copying the value of “RX_Next_Highest”.
Step 3: The receiving RLC entity receives RLC SDU whose sequence number are from #102 to #160. Only the value of “RX_Next_Highest” increases.
Step 4: The receiving RLC entity receives RLC SDU #161, increases the value of “RX_Next_Highest” toward 162. During this period, even if a polling is receives—assuming along with RLC SDU #120, the receiving RLC will still do nothing, because the criterion “x (i.e. 120) < RX_Highest_Status (i.e. 100)” is not met.
Step 5: At the same time, the timer t-Reassembly expires. The value of “RX_Next_Highest” is thus increased to “of the first RLC SDU with SN ≥ RX_Next_Status_Trigger (i.e. 102 as set in Step 2) for which not all bytes have been received”, i.e. 162.
Step 6: The receiving RLC entity generates and sends a STATUS PDU, reporting NACK for #100 and ACK for #101 through #161.
Step 7: The transmitting RLC entity, within the gNB-DU, receives this STATUS PDU, and thus sends a DDDS frame instantly toward the gNB-CU, indicating radio link outage. (It is not a typical implementation to send a radio link indicator instantly since RLC NACK may happen even if the Uu works well—It is not worthy to react so radically. Nevertheless here we still assume so in order to “report” Uu issue as early as possible.) The gNB-DU, if agreed, can indicate (or imply) within the DDDS frame that the PDCP PDUs from #101 to #161 are successfully delivered as well.
Step 8: The gNB-CU believes the leg may have some problem by some means when receiving the DDDS frame (we don’t know why the gNB-CU believes this but still assume so), and decides to use fast retransmission.
Step 9: The gNB-CU starts to send PDCP PDUs toward the new leg. If the gNB-DU has indicated (or implied) that PDCP PDU #101 through #161 are already successfully delivered, the gNB-CU only needs to deliver the very PDCP PDU of #100 toward the new leg, and all the PDCP PDUs from #162.
Even in this “ideal” example, we still find that the enhancement raised in §5.2.1 of TR 38.823 prevents 61 unnecessary retransmission of PDCP PDUs for each time of leg switch. Considering one PDCP PDU can be thousands of bits, such enhancement can save Uu resources enough to deliver hundreds of kbits for each time of leg switch. This is already considerable since fast retransmission may happen quite frequently in FR2.
In practical implementation, the timer t-Reassembly would typically start later due to out-of-sequence delivery of MAC SDUs caused by HARQ, and the radio link outage indicator would typically not send upon receiving the STATUS PDU (i.e. the RLC layer would usually try ARQ first)—All of which would ordinarily further exaggerate the number of out-of-sequence delivered PDCP PDUs, from 61 toward maybe couples of hundreds or more.
Observation 1: Before considering one RLC SDU or one segment of an RLC SDU is “lost”, the receiving RLC entity may have already received tens of RLC SDUs of which the SN is higher than the one of the lost RLC SDU.

Observation 2: According to the analysis based on the RLC specification, the number of out-of-sequence delivered PDCP PDUs before each leg switch could ordinarily be 61, or couples of hundreds or more.
Observation 3: For the scenario of fast retransmission, the gNB-CU need not sends the out-of-sequence delivered PDCP PDUs toward the new leg, which finally results in a considerable saving of Uu resource.

Observation 4: Fast retransmission can happen frequently for FR2, and the reason to introduce fast re-transmission in Rel-15 is to avoid frequent handover in case of short radio link outage.

For the case PDCP duplication in addition, the current discard mechanism already support discarding several blocks of PDCP PDU as analysed in [1]. Without accurate PDCP PDU delivery status report from the corresponding node, this function could not work as supposed.

Observation 5: Without accurate PDCP PDU delivery status report in the DDDS frame, the current discard mechanism for PDCP duplication could not work as supposed.
There is also following description in current 38.823 on PDCP duplication case:
	Regarding the use of duplication, it is expected that the duplicates are delivered to the UE within a reasonably short time period, meaning that, by the time an out-of-sequence delivery of a PDU from one leg is reported, the transmission of its duplicates in other legs cannot be recalled because the duplicates will most likely have entered the RLC on other legs and their transmission in these other legs cannot be recalled (i.e. discarded).


It is claimed that the whole discard mechanism is useless for PDCP duplication. However, we could not expect that the data rates in the two duplicated legs are always completely the same. In case the radio condition that changes fast and frequently, it is probable that the PDCP PDUs successfully delivered in one leg are still buffered and yet not transmitted in the other leg. Such discard mechanism has been introduced in Rel-15 without any objection, which shows that all companies have converged on the assumption that two legs for PDCP duplication transmission may experience different radio conditions.

Observation 6: It is already converged in Rel-15 that two legs for PDCP duplication transmission may experience different radio conditions
Proposal 1: Based on the observations above, it is beneficial for a gNB-DU to inform the gNB-CU within the DDDS frame the precise delivery status of out-of-sequence delivered PDCP PDUs.

3. Conclusion

Observation 1: Before considering one RLC SDU or one segment of an RLC SDU is “lost”, the receiving RLC entity may have already received tens of RLC SDUs of which the SN is higher than the one of the lost RLC SDU.

Observation 2: According to the analysis based on the RLC specification, the number of out-of-sequence delivered PDCP PDUs before each leg switch could ordinarily be 61, or couples of hundreds or more.
Observation 3: For the scenario of fast retransmission, the gNB-CU need not sends the out-of-sequence delivered PDCP PDUs toward the new leg, which finally results in a considerable saving of Uu resource.

Observation 4: Fast retransmission can happen frequently for FR2, and the reason to introduce fast re-transmission in Rel-15 is to avoid frequent handover in case of short radio link outage.

Observation 5: Without accurate PDCP PDU delivery status report in the DDDS frame, the current discard mechanism for PDCP duplication could not work as supposed.

Observation 6: It is already converged in Rel-15 that two legs for PDCP duplication transmission may experience different radio conditions
Proposal 1: Based on the observations above, it is beneficial for a gNB-DU to inform the gNB-CU within the DDDS frame the precise delivery status of out-of-sequence delivered PDCP PDUs.

Based on the analysis above, we draft a TP accordingly.

4. TP for TR 38.823

5.3.1
Evaluation for Scenario 1

/////////////////////////////////////////////////////////////////skip irrelevant text/////////////////////////////////////////////////////////////////
5.3.2.1
Practical relevance of the scenarios

The changes to DDDS proposed in solutions 1-3 significantly change the current DDDS structure. Moreover, regarding the claimed benefits of the solution for duplication and fast retransmission, some properties of RLC need to be considered. First, when a packet is handed over to the RLC, its transmission cannot be recalled. Second, once a PDU is lost on RLC level, a meaningful RLC implementation will not attempt to send new PDUs (or at least not more than an extremely small number of new PDUs) to the UE until the missing PDU has been successfully delivered. 

One claimed use case for detailed reporting of out-of-sequence delivered PDUs is centralized (i.e. fast) retransmission. The essence of fast retransmission feature is to temporarily suspend delivery in a leg that experiences delivery problems, where the benefit of (only) temporary suspension is that RLC context removal/reestablishment is avoided.  In that respect, it is crucial that the RLC recognizes early that the problems with delivery are likely to occur (i.e. after one or two lost RLC PDUs) and initiates fast retransmission in the other leg. Since the DU will not wait for long to take action, this means that the number of out-of-sequence delivered PDUs to the UE is small. In other words, the number of out-of-sequence delivered PDUs to the UE will be extremely small, and any eventual retransmission in another leg will comprise an extremely small number of PDUs.

Regarding the use of duplication, it is expected that the duplicates are delivered to the UE within a reasonably short time period, meaning that, by the time an out-of-sequence delivery of a PDU from one leg is reported, the transmission of its duplicates in other legs cannot be recalled because the duplicates will most likely have entered the RLC on other legs and their transmission in these other legs cannot be recalled (i.e. discarded).

Having in mind the above, the benefits of the solutions 1-3, compared with their inherent complexity is questionable.

5.3.1.3
Evaluation of PDCP PDU amount
Ordinarily NACK of an RLC SDU (or a segment of an RLC SDU) is firstly discovered at the receiving RLC entity. One RLC SDU (or a segment of RLC SDU) is considered lost only if the timer t-Reassembly expires, which is started either when receiving another RLC SDU (or segment) which should be sent after this RLC SDU (or segment) is sent, or even later.

In order to avoid mistakenly considering one RLC SDU (or a segment) as “lost” while it is in fact still experiencing the HARQ procedure at the MAC layer, the length of this timer, which is configured by the RRC layer for the downlink side, should be long enough, e.g. during which 60 MAC SDUs can be sent over the Uu. Therefore, when one receiving RLC entity reports the first NACK or block of NACK, it would ordinarily also report simultaneously of many (~60) ACKs for the RLC SDUs of which the SN is higher than the NACK RLC SDU (or segment, or block of RLC SDUs). The amount of ACKs can be even larger considering the transmitting RLC entity may not trigger a DDDS upon only one NACK from the receiving RLC entity, and the transmitting PDCP entity may not trigger fast retransmission upon only one NACK from the RLC layer either.

Considering one RLC SDU (i.e. PDCP PDU) can be as large as ~9 kbit, this amount of data can be ~500 kbit, or even more when fast retransmission happen. Since fast re-transmission may happen frequently, the total number of data can be quite considerable.

5.3.1.4
PDCP duplication
It is claimed that the whole discard mechanism is useless for PDCP duplication. However, we could not expect that the data rate in the two duplicated leg are always completely the same. In case the radio condition in one leg is better than the other leg, it is very possible that the PDCP PDUs successfully delivered in one leg are still buffered and yet not transmitted in the other leg. Such discard mechanism has been introduced in Rel-15 without any objection, which shows that all companies have converged on the assumption that two legs for PDCP duplication transmission may experience different radio conditions.
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