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1
Introduction
This paper discusses DBS (Desired Buffer Size) and issues incurred if this value is purposely exceeded by the transmitting entity as described in solution 1 for scenario 3 in TR 38.823. TP is provided in the Annex.
2
Discussion

At RAN3#105bis, solution 1 for scenario 3 was captured in TR 38.823 regarding flow control. This solution proposed to provide the ability for a transmitting node to send more and exceed the amount of data indicated by the Desired Buffer Size (DBS) by the receiver. The stated motivation is that the transmitter may be in position to understand in a deterministic manner the incurred network delay between the transmitter and the receiver entities, and thus understand the additional amount of data that could be sent (corresponding to the buffer spent dealing with this transmission delay) in order to keep the buffer at the receiver fully utilized.

In our view, allowing the transmitter to autonomously decide to exceed the DBS on its own as proposed in solution 1 for scenario 3 will incur interoperability issues. Firstly, for such mechanism to operate, there is an underlying assumption that a reliable way to determine network delay between transmitter and receiver is accurate and available. However, the situation in which a transmitter node estimates a delay that is not representative, or which fluctuates, will make the estimation at the transmitter no longer deterministic or accurate. Hence, this will result in sending an amount of data that the receiver cannot handle, leading to buffer overflow, lost packets and retransmissions. Thus, for a multi-vendor scenario to properly operate, we believe the transmitter shall respect the upper limit determined by the DBS and not exceed it based on proprietary means for estimating network delay over the interface. Likewise, it should be noted that by means of implementation, other approaches to handle a similar behaviour which do not incur any changes to the existing TS 38.425 specifications are not precluded, such as having the receiver adjust DBS to account for the network delay, either autonomously or via means of O&M. 

Thus, all in all, the potential problems incurred in a multivendor environment from the transmitter side not respecting the value defined by DBS does not justify introducing such solution or changes to TS 38.425.
Proposal 1: Agree on capturing the evaluation for solution 1 for scenario 3 proposed in the TP provided in the Annex.

3
Conclusions
Proposal 1: Agree on capturing the evaluation for solution 1 for scenario 3 proposed in the TP provided in the Annex.

Annex – Text Proposal for 38.823
5.3
Evaluations

5.3.1
Overhead of message size evaluation

Regarding to the cost of the F1/Xn-U in case of solution 1, solution 2 and solution 3 from a message size perspective, the extra cost of the DDDS are listed as follows.

· Solution 1: For DDDS report, the cost is (1bit + 3 octets + Number of NR PDCP successfully delivered out of order * 3 octets), where the Number of NR PDCP successfully delivered out of order is (2SN length – 2) at most;

· Solution 2: For DDDS report, the cost is (1bit + 3 octets + Number of reported missing NR PDCP * 3 octets), where the Number of missing NR PDCP is (2SN length – 2) at most;
· Solution 3: For DDDS report, the cost is (1bit + 3 octets + Number of successfully delivered PDCP SN range * 6 octets), where the Number of successfully delivered PDCP SN range is (2SN length-1 – 1) at most.

Note: to align among the above solutions when compare the cost, the field length of the number of the successfully delivered PDCP SN range is set to 3 octets as well, which is different from the solution 3 captured in the TR.

In the worst case, for all the above solutions, the extra cost of the F1/Xn-U is about 0.75MB and 12KB in case of SN-18 and SN-12, respectively. However, the worst case is normally rare, and the extra cost on the F1-U/Xn-U interface could be reduced and limited by the following mechanisms:

· Limit the reported size, i.e., the reported number of NR PDCP successfully delivered out of order for solution 1, the reported number of missing NR PDCP Sequence for solution 2, and the reported number of the successfully delivered PDCP SN range for solution 3. For example, if we limit the value rang of the number of the successfully delivered PDCP SN range to 28 with field length 1 octet as captured in [1], then the cost of the solution 3 could be reduced to 1.5KB, which is acceptable over the F1/Xn-U;
· As described in solution1/2, the corresponding node could report all PDCP SN which are delivered to UE successfully based on the request from hosting node.
Regarding the selection of solution, it depends on the transmission status, e.g.,

· Case 1: if the successfully delivered PDCP SN range includes more than two PDU SNs, then the solution 3 is better than solution 1, i.e., the extra cost of the F1/Xn-U of solution 3 is smaller than the solution 1;

· Case 2: if the successfully delivered PDCP SN range includes two PDU SNs, then the extra cost of the F1/Xn-U of solution 3 is equal to the solution 1;
· Case 3: if the successfully delivered PDCP SN range includes only one PDU SN, then the extra cost of the F1/Xn-U of solution 3 is larger than the solution 1;
In conclusion, the cost of extra cost on the F1-U/Xn-U interface is acceptable, and the solutions for DDDS enhancement shall be adopted, and which one is chosen depends on the evaluation of the transmission status.

With regards to solution 4, since it reuses the existing DL discard mechanism, no extra signalling cost needs to be considered. 

5.3.2
Practical relevance of the scenarios 1 and 2
The changes to DDDS proposed in solutions 1-3 significantly change the current DDDS structure. Moreover, regarding the claimed benefits of the solution for duplication and fast retransmission, some properties of RLC need to be considered. First, when a packet is handed over to the RLC, its transmission cannot be recalled. Second, once a PDU is lost on RLC level, a meaningful RLC implementation will not attempt to send new PDUs (or at least not more than an extremely small number of new PDUs) to the UE until the missing PDU has been successfully delivered. 

One claimed use case for detailed reporting of out-of-sequence delivered PDUs is centralized (i.e. fast) retransmission. The essence of fast retransmission feature is to temporarily suspend delivery in a leg that experiences delivery problems, where the benefit of (only) temporary suspension is that RLC context removal/reestablishment is avoided.  In that respect, it is crucial that the RLC recognizes early that the problems with delivery are likely to occur (i.e. after one or two lost RLC PDUs) and initiates fast retransmission in the other leg. Since the DU will not wait for long to take action, this means that the number of out-of-sequence delivered PDUs to the UE is small. In other words, the number of out-of-sequence delivered PDUs to the UE will be extremely small, and any eventual retransmission in another leg will comprise an extremely small number of PDUs.

Regarding the use of duplication, it is expected that the duplicates are delivered to the UE within a reasonably short time period, meaning that, by the time an out-of-sequence delivery of a PDU from one leg is reported, the transmission of its duplicates in other legs cannot be recalled because the duplicates will most likely have entered the RLC on other legs and their transmission in these other legs cannot be recalled (i.e. discarded).

Having in mind the above, the benefits of the solutions 1-3, compared with their inherent complexity is questionable.
5.3.x
Practical relevance of scenario 3
Although a portion of a buffer size at a receiver may be spent to account for network delay as described in scenario 3, a solution which disregards DBS (e.g., Solution 1) is likely to incur interoperability issues. For such mechanism to operate, there is an underlying assumption that a reliable way to determine network delay between transmitter and receiver is accurate and available. However, this cannot be guaranteed. Therefore, situations in which a transmitter node estimates a delay that is not representative, or which fluctuates, will make the estimation at the transmitter no longer deterministic or accurate. Hence, it will result in sending an amount of data that the receiver cannot handle, leading to buffer overflow, lost packets and retransmissions. Thus, for a multi-vendor scenario to properly operate, it is more appropriate for the transmitter shall respect the upper limit determined by the DBS (as defined in TS 38.425) and not to exceed it based on an estimation of the network delay over the interface. 
Likewise, by means of implementation it is still possible to have the network delay accounted for in the DBS value provided by the receiver without changes to the existing TS 38.425 specification.  

