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1. Introduction
In the last RAN3 meeting, it was agreed that, considering the transport network delay, data compensation should be supported, such that the node hosting the PDCP entity is allowed to send additional amount of data on top of desired buffer size. 
In this paper, we discuss how to achieve the data compensation.
2. Discussion 
In the current specification TS38.425, according to the desired buffer size (DBS) reported in the DDDS for one bearer, the node hosting the PDCP entity send a certain amount of data to the corresponding node, where the DBS is calculated by the corresponding node without taking the transport network delay into account, and thus may lead to a discontinuity of packet arrivals at the corresponding node, meaning that the corresponding node buffer may often be empty because the packets transmitted by the node hosting the PDCP entity will spend significant amount of time traversing the transport network. To avoid the above issue, the data compensation mechanism should be adopted, and there are two possible solutions as follows:
· Solution 1: The node hosting the PDCP entity measures the transport network delay and sends it to the corresponding node. Then the corresponding node calculates the DBS by considering the data compensation, i.e., estimating the data compensation as the size of the date delivered over the air interface (e.g., according to the transport network delay and the transmission rate over air interface).
· Solution 2: The node hosting the PDCP entity measures the transport network delay and estimates the data compensation itself, i.e., by considering the transport network delay and desired data rate (DDR) reported in the DDDS.
Compared with Solution 2, the estimation of Solution 1 is more accurate, since the corresponding node (e.g., gNB-DU) obtains the channel state information and knows the transmission rate over the air interface for each TTI (e.g., 1ms), whereas the node hosting the PDCP entity can only speculate the transmission rate over the air interface by DDR (which indicates the expected data rate of the corresponding node in 1s). Moreover, in option1, the corresponding node can also use the transport network delay for scheduling to meet the QoS requirements, especially for the TSN. Hence, we prefer Solution 1.
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Regarding how the node hosting the PDCP entity sends the transport network delay to the corresponding node, there are also two options as follows: 
· Option 1: the transport network delay is sent from the node hosting the PDCP entity to the corresponding node via control plane messages, e.g., UE context setup request message sent from gNB-CU to gNB-DU. The same mechanism has been adopted over NG interface, where the CN PDB (delay over NG-U) is sent from 5GC to the NG-RAN via the NGAP message.
· Option 2: the transport network delay is sent from the node hosting the PDCP entity to the corresponding node via user plane, e.g., DL USER DATA over F1-U. 
Since the transport network delay is a semi-static value and the same mechanism of option 1 has been adopted over NG interface, we prefer Option 1.
The transport network delay should be sent from the node hosting the PDCP entity to the corresponding node via control plane messages.
Agree the TP as in Appendix.
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In this paper, we discuss the mechanism to achieve data compensation for transport network delay, and we have the following proposals:
Proposal 1:	The node hosting the PDCP entity is allowed to measure the transport network delay and send it to the corresponding node.
[bookmark: _GoBack]Proposal 2:	The transport network delay should be sent from the node hosting the PDCP entity to the corresponding node via control plane messages.
Agree the TP as in Appendix.
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Annex – TP
5.2.x	Solution for Scenario x
According to TS 38.425, the amount of data per bearer that the node hosting the PDCP entity send to the corresponding node is upper-bounded by desired buffer size. In order to address the problem in Scenario x and compensate for transport network delay, it is necessary to allow the node hosting the PDCP entity to send additional amount of data on top of desired buffer size. This could be accommodated by introducing the following statement in clause 5.4.2.1 of TS 38.425: “The hosting node may send additional amount of data to compensate for link delays.” 
It is recommended that the corresponding node estimates the size of the additional amount of data to compensate for link delays, according to the transmission rate over air interface and the transport network delay which is received from the control plane message sent by the node hosting the PDCP entity. Then the corresponding node calculates the desired buffer size by considering the estimated size of the additional amount of data to compensate for link delays.
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