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1 Introduction
In IAB, the end-to-end flow control is one of important topics. Several different proposals are given in RAN3#105bis, which shows the difficulty on convergence. Those proposals can be divided into three categories:

· Category 1: F1-U DDDS enhancement for accessing IAB node

In this category, the accessing IAB node provides receiving status information to IAB donor CU/IAB donor CU-UP per UE DRB, e.g., receiving data rate/volume [1], highest received NR PDCP PDU SN [2], volume of marked bytes [3]. 

· Category 2: F1-U DDDS enhancement for intermediate IAB node

In this category, the congested intermediate node provides congestion status information to IAB donor CU-UP, e.g., congestion indication [4], buffer status per BH RLC CH [2][5]
· Category 3: F1AP enhancement for intermediate node

In this category, the congested intermediate node provides congestion status information to IAB donor CU-CP, e.g., buffer load [6], congestion indication [4], overload status per child link [2].
Apparently, the solutions are quite diverse among companies. Considering only two meetings are left before closing Rel-16 IAB, it is quite desirable to do some down-selection among those methods. Thus, in this contribution, we will try to narrow down the candidate solution for E2E flow control. 
2 Discussions
2.1 Specification impact
To be a feasible solution, each category causes some specification impacts, as shown in the following table: 

	Category 1:

F1-U (accessing IAB node)
	· F1-U impact: receiving status information in DDDS

Note that: in this category, the additional information may send before congestion occurs. Moreover, when CU-UP receives this information, it can control the data transmission by implementation. 

	Category 2:

F1-U (congested IAB node)
	To derive the congestion related information, the following impacts are foreseen:
· F1-U impact: congestion status information in DDDS 
· F1-U impact: either use accessing UE’s GTP-U tunnel or setting up dedicated GTP-U tunnel for additional information
· F1-C impact: in case the data over one BH RLC CH is from different CU-UPs, CU-CP should configure IAB node to report congestion related information to different CU-UPs

To alleviate the congestion, the following impacts are foreseen:
· E1 impact: CU-CP needs to send mapping relationship between UE DRB and BH RLC CH to CU-UP; or CU-UP needs to forward the received information to CU-CP, and then CU-CP sends the congestion mitigation related information to CU-UP. 

	Category 3:

F1AP (congested IAB node)
	To derive the congestion related information, the following impacts are foreseen:
· F1-C impact: congestion status information in F1AP

To alleviate the congestion, the following impacts are foreseen:
· E1 impact: congestion mitigate related information from CU-CP to CU-UP


Observation 1: Category 2 has the largest specification impact than other two. 
Proposal 1: The Category 2 is not considered as the E2E flow control scheme in IAB. 
2.2 Category 1 vs Category 3
In Category 1, the sending node (node hosting NR PDCP) controls the data transmission based on the feedback from the receiving node (corresponding node) in the real time. Thus, the sending node can quickly react to the potential congestion situation. However, in Category 3, the flow control is performed via control plane, which requires extra procedure from the CU-CP to CU-UP so that CU-UP can control the data transmission. 

Observation 2: Compared to Category 3, the Category 1 can perform the flow control quickly (in Category 3, the flow control information is sent to IAB donor CU-CP first, and then traversed to IAB donor CU-UP; while in Category 1, the flow control information is directly sent to IAB donor CU-UP). 
Meanwhile, in Category 3, the flow control is activated only after the congestion has occurred. This is not a good way since the occurrence of congestion will result in the addition delay for the data transmission. The better way to control the flow is to monitor the data transmission in real time and detect the potential congestion before it really occurs. The methods in Category 1 can achieve such purpose since the receiving status information can be provided to IAB donor CU-UP in the real time. 

Observation 3: Compared to Category 3, the Category 1 can perform flow control to avoid the congestion in the IAB network (Category 3 performs flow control after congestion occurs).    
In Category 3, the congestion is reported to the CU-CP, while the congestion alleviation is performed by the CU-UP. Thus, CU-CP should provide some information helping CU-UP control the data transmission, which is based on the reporting of the IAB node. According to [2][4][6], the reported information is per BH RLC CH or BH link. The CU-CP cannot derive UE DRB contributing the congestion in case of N:1 mapping. Thus, CU-CP has to inform all CU-UPs serving the UE DRBs conveyed via the congested BH RLC CH or BH link. Moreover, CU-CP has no idea on how to control the data transmission. As a result, CU-CP cannot provide suitable information to help CU-UP control data transmission.  On the contrary, in Category 1, the receiving status information is directly provided to the CU-UP per UE DRB. The CU-UP can figure out the UE DRB contributing congestion in details. Thus, CU-UP can know how to control data transmission. 

Observation 4: Compared to Category 3, the Category 1 can help the CU-UP be aware of UE DRB contributing the congestion, and derive information facilitating the data transmission control. 
The benefit of Category 3 is that the IAB donor CU can identify the congested IAB node. Such benefit is applicable to Category 1 as well. For example, as shown in Fig. 1, each IAB node will provide the receiving status information to IAB donor CU-UP. If the link between IAB node 1 and IAB node 2 is degraded, the receiving status from IAB node 1 to IAB donor CU-UP indicates a good status without potential congestion, while the feedback from IAB node 2 to IAB donor CU-UP can indicate the degradation of receiving status. Thus, IAB donor CU-UP can identify the potential congestion at IAB node 1. 
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Fig. 1 Congestion detection in Category 1
Observation 5: Similar as Category 3, Category 1 can identify the potential congested IAB node. 
According to the above observations, Category 3 does not imply obvious advantages compared to Category 1. 

Proposal 2: The Category 1 is considered as the E2E flow control scheme in IAB, i.e., the F1-U DDDS is enhanced to provide receiving status information to IAB donor CU-UP per UE DRB. 
2.3 Comparison among schemes of E2E flow control via accessing node 

Based on companies’ proposals, the receiving status can include the following possible information: 1) Highest received NR PDCP PDU SN [2], 2) Receiving volume [1], 3) Receiving data rate [1], and 4) volume of marked bytes [3]. In general, those information is not mutually exclusive with each other. Some combination among them would help CU-UP perform flow control:

· Option 1: Highest received NR PDCP PDU SN [2] 
· CU-UP can determine: the volume of on-the-fly data beyond the highest received NR PDCP PDU SN

· CU-UP cannot determine: the volume of on-the-fly data below the highest received NR PDCP PDU SN. The benefit to know such information is that the IAB donor CU-UP can derive the total volume of on-the-fly data towards IAB node. 
· Option 2: Highest received NR PDCP PDU SN [2] + Receiving volume [1]

· CU-UP can determine: the total volume of on-the-fly data towards IAB node

· CU-UP cannot determine: the receiving data rate of IAB node. The benefit of knowing such information is: the CU-UP can determine the upper bound of the sending rate. Normally, the congestion may only occur if the receiving data rate is smaller than the sending data rate. In other words, if the receiving rate is larger than the sending rate, the congestion will not happen even if the on-the-fly data volume is large. 
· Option 3: Highest received NR PDCP PDU SN [2] + Receiving volume [1] + Receiving data rate [1]
· CU-UP can determine:  the total volume of on-the-fly data towards IAB node, and the upper bound of the sending data rate
· CU-UP cannot determine: the queue delay of receiving data. The benefit of knowing such information is: the receiving data rate just gives the upper boundary. The exact sending rate can be determined by the queueing period of each packet. Specifically, below the upper boundary determined by the receiving rate, if most of packets have small queueing period, the CU-UP can use large rate; otherwise, the CU-UP can use small rate.  
· Option 4: Highest received NR PDCP PDU SN [2] + Receiving volume [1] + Receiving data rate [1]+ volume of marked bytes [3]
· CU-UP can determine: the total volume of on-the-fly data towards IAB node, the upper bound of the sending data rate, and the exact sending data rate

· CU-UP cannot determine: NULL. The CU-UP has enough information to perform flow control
Proposal 3-1: In Category 1, the receiving status information can be considered as the combination of the following candidate information: 1) Highest received NR PDCP PDU SN, 2) Receiving volume, 3) Receiving data rate, 4) Volume of marked bytes
To report the receiving status, the F1-U DDDS can be considered. The existing field in DDDS reflects the transmission status of accessing link, and the above receiving status reflects the transmission status over the BH RLC CHs. With all of those information, the IAB donor CU can perform better flow control over the IAB network. 
Proposal 3-2: the receiving status information is reported via the existing F1-U DDDS. 
2.4 Left issues for Category 1
Except the content of receiving status, several left issues need further discussion. 
· Issue 1: receiving status with differentiation of routing path
In IAB network, the data packets of one UE DRB may be transmitted to the IAB node via multiple routing paths. Thus, there is possibility that one routing path has potential congestion problem, while another path does not have. To differentiate routing path, the receiving status information for one UE DRB can be reported per routing path so that the IAB donor CU-UP can perform the flow control per routing path. Meanwhile, such per-path flow control can help the IAB donor CU select the routing path. 

Proposal 4-1: the receiving status information can be reported per routing path.
· Issue 2:  the triggering of receiving status information reporting
The receiving status information is fed back per UE DRB. If the reporting is completely determined by the IAB node, signalling overload would become a problem for IAB network. Thus, some triggering condition should be set appropriately. The following options can be considered:
· Period reporting: IAB donor CU can configure a reporting period to the IAB node per UE DRB

· Polling: IAB donor CU can send polling to IAB node
· Triggering event: the IAB donor CU can set some triggering threshold to the IAB node, e.g., threshold of receiving volume, threshold of receiving data rate, threshold of volume of marked bytes
· Congestion indication: the congested IAB node can attach such indication in the BAP header. The IAB nodes receiving such indication can trigger receiving status reporting

Proposal 4-2: the triggering condition of receiving status information reporting can be selected from 1) period reporting, 2) polling, 3) triggering event, and 4) congestion indication. 
· Issue 3: packet marking 
As explained in [3], the packet with large queueing delay will be marked in the BAP header. One possible case is that a packet may has large queueing delay at multiple IAB nodes, the marking scheme in [3] cannot reflect such situation. Meanwhile, whether a packet is marked or not is determined by the configured delay threshold. The setting of such threshold is not clear. If it is set too small, it will result in large amount of marking packets, which will slow down the data transmission. On the other hand, if it is set too large, the allowable queue delay may delay the data transmission at IAB node. Moreover, whether the threshold is set differently at different IAB nodes or not is an open question. 
Proposal 4-3: The inclusion of the volume of marking bytes in receiving status information depends on some open issues, e.g., how to mark the packet, how to set queue delay threshold. 
3 Conclusions
In this contribution, we summarize the E2E flow control schemes on the table, and propose: 
Proposal 1: The Category 2 is not considered as the E2E flow control scheme in IAB.
Proposal 2: The Category 1 is considered as the E2E flow control scheme in IAB, i.e., the F1-U DDDS is enhanced to provide receiving status information to IAB donor CU-UP per UE DRB. 
Proposal 3-1: In Category 1, the receiving status information can be considered as the combination of the following candidate information: 1) Highest received NR PDCP PDU SN, 2) Receiving volume, 3) Receiving data rate, 4) Volume of marked bytes
Proposal 3-2: the receiving status information is reported via the existing F1-U DDDS.
Proposal 4-1: the receiving status information can be reported per routing path.
Proposal 4-2: the triggering condition of receiving status information reporting can be selected from 1) period reporting, 2) polling, 3) triggering event, and 4) congestion indication. 

Proposal 4-3: The inclusion of the volume of marking bytes in receiving status information depends on some open issues, e.g., how to mark the packet, how to set queue delay threshold. 
The corresponding CR is given in [7]
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