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1	Introduction
RAN3 has so far agreed to provide solution for detection and mitigation of RACH configuration conflicts. One of the building blocks in RAN3’s solution will be the exchange of RACH configuration parameters on F1 and Xn, and detailed parameter list was requested from RAN1 and RAN2 in LS [1] sent from RAN3#105bis.
It is further understood that the gNB (and gNB-CU) will use cell adjacency information to ensure that neighbouring cells have knowledge of each other’s RACH configuration, in order to detect RACH configuration conflicts or perform other RACH optimization. It has also been discussed that apparently colliding RACH configuration between adjacent cells does not necessarily represent a scenario where the RACH configurations should be changed [2]. 
In this paper we look at the possibility to forward, in addition to RACH configuration information, also RACH failure information between neighbouring cells, e.g. to confirm real RACH configuration conflicts or assist in other RACH optimization. Related to this, RAN3 has at this meeting received LS [3] from RAN2 informing about agreements on the UE RACH report. 
2	Use cases for RACH Report Information Exchange 
A well-known use case for sending RACH Report over Xn is when the report is sent together with the UE RLF Report following RLF with reestablishment in a neighbour node and handover failure in inter-gNB scenario.
However, following the reply LS from RAN2 [3], many other scenarios may trigger the RACH report, starting with initial access (RRC connection establishment). In these scenarios, a UE may transmit Random Access over multiple beams before a successful Random Access Response (RAR) is received by the UE. When the UE receives a RAR, the cell on which Random Access is attempted is only aware on which Random Access Resource the UE made a successful attempt, but it does not know if the UE made other (unsuccessful) attempts. 
Observation 1: In NR, the RACH Report will be available in several scenarios not involving connection failure, and provide information about unsuccessful RACH attempts. 
The cell on which RACH failed could benefit in several ways by knowing failed RACH information. For example, a gNB-DU may increase the number of RACH resources if a large number of collisions is observed on the existing resources. But also neighbouring cells with apparently conflicting RACH configuration could benefit by receiving the RACH failure information, e.g. to confirm that an apparent RACH configuration conflict should be corrected. 
Observation 2: RACH failure information reported for a cell may be beneficial in neighbour cells with same RACH configuration, e.g. to confirm that an apparent RACH configuration conflict should be corrected.
So far, the Xn FAILURE INDICATION message supports sending of RLF Report including RACH Report, but RAN3 made this message flexible to support other cases. RAN3 should therefore look into such enhancement of the Xn FAILURE INDICATION message. 
Proposal 1: The Xn FAILURE INDICATION message should be enhanced to support information about failed RACH attempts.
Also, as discussed in [4], in split architecture, the gNB-DU is in charge of the RACH configuration, and therefore needs to receive the information about failed RACH attempts.
Proposal 2: Enable sending of information about failed RACH attempts on F1 from CU to DU.
3	Signalling of failed RACH attempts
As motivated above, neighbouring nodes with conflicting RACH configuration should receive the failed RACH attempt information. There are two basic options for signalling this information between gNBs:
· Option 1: Immediate transmission of individual RACH Reports
· Option 2: Differed transmission

According to RAN2 [3], “all RACH scenarios are applicable for RACH report”.  We therefore expect that the number of RACH reports may be significantly higher than the number of RLF Reports. Also, the overall size of the individual RACH report may become significant (pending RAN2 agreements). An important difference compared with MRO, is also that UEs don’t need to be individually identified for RACH optimization. Differed transmission (option 2) would allow for grouping of information coming from different UEs, and therefore seems beneficial in terms of signalling load while still serving the need of RACH optimization.
A simple way to group the RACH failure information would be to provide the number of failed RACH attempts per SSB. This can be extracted from the structure of the RACH report which provides the failed RACH preambles on an SSB granularity. This accumulated failed RACH information may be forwarded over the Xn interface to neighbouring gNBs and subsequently over the F1 interface from a gNB-CU to a gNB-DU, as an alternative of sending multiple RACH report.    
Proposal 3: A gNB collects from a neighbouring gNB accumulated failed RACH information per SSB index over the Xn interface. 
Proposal 4: A gNB-CU sends to a gNB-DU accumulated failed RACH information per SSB index over the F1 interface.
By receiving accumulated RACH information per SSB index of the neighbouring cells, gNB-DU can obtain information on the number of failed RACH attempts in the SSB indexes of gNB-DUs hosted by neighbouring gNB-CUs. This can be useful for RACH resource optimization, e.g. it can be useful in order to avoid reusing resources that seem to have high utilization by neighbouring gNB-DUs and to avoid interference or RACH configuration conflicts. 
Failed RACH accumulated information can be introduced as a choice in the Failure Indication message sent between two NG-RAN nodes, depending on the existence of enough RACH reports at a gNB. Of course, if very few RACH reports are received, single reports exchanged instead.  
Proposal 5: Include a RACH Outcome choice in the Failure Indication message to capture accumulated failed RACH information.
[bookmark: _GoBack]In TP [4] submitted to this meeting, for support of the proposals above we introduce a RACH Outcome choice tag in the XnAP FAILURE INDICATION message. In the associated RACH Outcome Information IE, the reporting gNB lists the RACH resources for which RACH outcome information is provided. For each such RACH resource, the gNB includes the NCGI of the cell for which the RACH report is sent, the ID of the SSB where the RACH is attempted (SSB ID) and the number of failed RACH attempts per SSB ID during the reporting period. 
4	Conclusion
Observation 1: In NR, the RACH Report will be available in several scenarios not involving connection failure, and provide information about unsuccessful RACH attempts. 
Observation 2: RACH failure information reported for a cell may be beneficial in neighbour cells with same RACH configuration, e.g. to confirm that an apparent RACH configuration conflict should be corrected.
We make the following proposals:
Proposal 1: The Xn FAILURE INDICATION message should be enhanced to support information about failed RACH attempts.
Proposal 2: Enable sending of information about failed RACH attempts on F1 from CU to DU.
Proposal 3: A gNB collects from a neighbouring gNB accumulated failed RACH information per SSB index over the Xn interface. 
Proposal 4: A gNB-CU sends to a gNB-DU accumulated failed RACH information per SSB index over the F1 interface.
Proposal 5: Include a RACH Outcome choice in the Failure Indication message to capture accumulated failed RACH information.
A corresponding TP to XnAP is submitted to this meeting in [4].
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