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1	Introduction
[bookmark: _Toc474247438]At RAN3 #105bis meeting, the solutions on the table for improving radio efficiency of PDCP duplication in the downlink were discussed, focusing on three consolidated solutions [1]:
Enhancement 1: 
The corresponding node sends the duplicated PDCP PDUs, when the indicated discard timer expires any remaining PDCP PDUs will be discarded and not transmitted over the air.
This includes either an explicit discard timer, or by configuration, or by a time stamp.

Enhancement 2:
Allow assigning “hold on” flag to each PDU transmitted from the hosting node to the assisting node / DU. An explicit “go” command is needed to indicate the PDU shall be transmitted. If the command does not arrive before the validity timer expires, the PDU is discarded at the assisting node / DU.
[bookmark: _GoBack]This includes to signal a “discard” time so that the corresponding node will discard the PDU packets, and a “Go” flag to transmit the PDU.

Enhancement 3: 
Allow reporting delivery of any PDU, not only those delivered in order for the duplicated PDCP PDUs.

In this contribution, we present an in-depth analysis of the three enhancements attempting to progress on this topic by proposing some potential compromising solutions. 
2	Discussion
According to the relevant objective of the Rel-16 Work Item (RP-191561), the gains of enhancements for more efficient DL PDCP duplication should be confirmed. Therefore, it is crucial to clarify the benefits of the proposed solutions. In [1] a table summarising the pros and cons of each solution was created, as seen by a group of (6) interested companies. In the following we will analyse each enhancement in terms of benefits taking such table as starting point.
· Specify enhancements for more efficient DL PDCP duplication without impacting the UE, provided that gains can be confirmed with a reasonable complexity [RAN3].

2.1	Analysis of Enhancement 1
The description and pros and cons of Enhancement 1 are copied below from [1].

Enhancement 1: 
(Allows assigning “discard timer” to each PDU transmitted from the hosting node to the assisting node / DU.)
The corresponding node sends the duplicated PDCP PDUs, when the indicated discard timer expires any remaining PDCP PDUs will be discarded and not transmitted over the air.
This includes either an explicit discard timer, or by configuration, or by a time stamp.
	Enhancement
	Pros
	Cons

	Enhancement 1
	The duplicated PDCP PDUs are transmitted to achieve URLLC reliability. The unnecessary PDUs are discarded to save the air interface.

For some services, a packet transmitted after delay budget is meaningless (e.g. URLLC).

For some URLLC service with strict latency requirement, its duplicated PDCP PDUs are useless to be transmission when they are too late and waste the radio resources.

	Plain discard timer seems useless (in the light of provided motivation), because the time budget is known for the DRB and applicable to all PDUs transmitted in this DRB. Some corrections, to take into account e.g. propagation delay of Xn can be taken into account statically. The timer may be necessary if PDUs are not duplicated, but retransmitted only after the first transmission attempt via the primary link fails (though this is fairly static delay, too), but this is not duplication any longer.

The DU knows the Qos requirement of a DRB, for the packets which cannot be transmitted during PDB, the DU can decide to discard it. CU will know the PDUs which are not transmitted successfully by Enhancement 3. 

How to accurately set of the discarding timer is not clear now. Without accurately setting, the URLLC performances will be deteriorated. 



Based on the highlighted text above, it is rather unclear what is the actual benefit of Enhancement 1 in light of the existing Rel-15 discarding mechanisms. Rel-15 already defines timer-based discarding at PDCP as per TS 38.323 and upper layer (i.e. PDCP) triggered discarding at RLC as per TS 38.322. This means that in the current Rel-15 design of DC-based PDCP duplication, the RLC entity of the assisting node can already discard PDCP PDUs received by the hosting node, where the discarding can be based on the DRB’s QoS parameters (i.e. Packet Delay Budget, PDB) that are based on the 5G QoS Indicator (5QI). We remark that the PDB dictates the upper bound for the radio time budget within which a packet should be delivered between the RAN and the UE to avoid counting as a lost packet. It is also clear that the discarding may be adjusted around the PDB value for example to account for processing and/or transport delays e.g. statistically. Nevertheless, by using such existing discarding mechanism, useless PDCP PDUs that would exceed the radio budget can be discarded, thus do not waste radio resources as per Rel-15. In addition, the need for a PDU specific discard timer is also not justified for URLLC traffic, assuming that URLLC QoS Flows having different PDBs will be mapped to distinct DRBs as per the Rel-15 design. We remark also that proper dimensioning and prioritization of URLLC traffic over any interface and protocol layer should be assumed, protecting such high priority traffic.
Observation 1: The benefits of Enhancement 1 are unclear in light of Rel-15 timer-based discarding mechanisms that allow the RLC entity of the assisting node to discard PDCP PDUs based on the DRB’s QoS (i.e. PDB).
2.2	Analysis of Enhancement 2
The description and pros and cons of Enhancement 2 are copied below from [1].

Enhancement 2: 
Allow assigning “hold on” flag to each PDU transmitted from the hosting node to the assisting node / DU. An explicit “go” command is needed to indicate the PDU shall be transmitted. If the command does not arrive before the validity timer expires, the PDU is discarded at the assisting node / DU.
This includes to signal a “discard” time so that the corresponding node will discard the PDU packets, and a “Go” flag to transmit the PDU.

	Enhancement
	Pros
	Cons

	Enhancement 2
	Its benefit seems maximized if we used this together with Enhancement 1. The duplicated PDUs can be buffered, waiting for go indication (until expired by timer).

The purpose of the WI is to make the duplication of URLLC PDUs more efficient, while the reliability remains the same. The only option to make resource utilisation more efficient is to execute duplication only if the transmission to the UE over the primary link may fail (i.e. when the first attempt failed, so that tight time budget of URLLC PDU is not exceeded). To achieve this, the hosting node shall indicate that a PDU shall be hold (for backward-compatibility) and then to indicate it shall be transmitted, because the transmission via the primary leg may fail.
	When the duplicated PDU are needed to be transmitted over the air, by waiting for the Go flag, it will be too late to arrive the receiving end.

The resource efficiency is doing by compromising the latency. For URLLC service, latency should have higher priority. 

The proposed enhancements should not be at cost of the URLLC performance in terms of reliability and latency. But this enhancement 2 goes different way. 

It will introduce delay for the packets which transfer after get “go” command.  It may just help improving the resource efficiency but  the latency performance

For URLLC service with strict latency requirement, this enhancement is harm, since if using “hold on” and “go” flag, it is too late to transmit its PDCP PDUs.




The key reason of inefficiency of PDCP duplication in Rel-15 resides in the need to duplicate blindly, i.e. without knowing upfront whether transferring more than one instance of a packet would be needed or not since that depends on the actual packet failure on the radio interface. If no failure occurs as in most of the URLLC transmissions, duplication is obviously not needed: it only wastes radio resources and increases interference. Thus, the greatest improvement in radio efficiency of PDCP duplication can be realized if we avoid transmitting duplicates that were already successfully delivered to the UE. 
Observation 2: The greatest improvement in radio efficiency of PDCP duplication can be realized if means are provided to avoid transmitting duplicates that were already successfully delivered to the UE.
To achieve that goal, the packets have to be held at the assisting node until the transmission status of the packet through the hosting node (primary link) is known. After the status is known, the hosting node can indicate to the assisting node either that a buffered PDU is to be transmitted because of a failure on the primary link or that it should be discarded in case of no failure. In both these options, the assisting node has to hold the PDU until further instruction from the hosting node is received or until the PDB-based discarding is triggered. 
Enhancement 2 proposes that the goal of the WI is realized by the hosting node indicating to the assisting node first a hold on flag and, later, in case of a failure, a “go” command (avoiding explicit discarding indication for the majority of the transferred PDUs).  
The resource improvement introduced by Enhancement 2 are quite obvious since the approach allows to selectively duplicate only when needed due to a packet failure (leading to duplicating ~1% of the packets statistically, when operating at URLLC BLER target of 1%) rather than using blind duplication (by duplicating 100% of the packets).
On the other hand, concerns have been expressed in [1], as can be read also in the table above, related to introducing latency for URLLC packets which are held at the assisting node until further instruction is provided by the hosting node. So, it was argued that holding packets will result in a too late arrival to the UE, so that the efficiency could be achieved at the cost of latency. In Annex 1 and 2 of this paper, as already captured in [2], the latency analysis and system level simulations disprove this concern by showing that this approach allows to reach the URLLC targets and to achieve a much larger URLLC capacity. The approach obviously is applicable in any scenarios that allows for at least one retransmission. This entails applicability when the NR subcarrier spacing (SCS) is 30 KHz and above, assuming URLLC traffic having 1ms latency target as shown in Annex 2. 
Observation 3: Enhancement 2 brings resource efficiency gains and are applicable when at least one retransmission can be accommodated, i.e. for subcarrier spacing (SCS) of 30 KHz and above assuming URLLC traffic having 1ms latency target.
2.3	Analysis of Enhancement 3
The description and pros and cons of Enhancement 3 are copied below from [1].

Enhancement 3: 
Allow reporting delivery of any PDU, not only those delivered in order for the duplicated PDCP PDUs.

	Enhancements
	Pros
	Cons

	Enhancement 3
	The benefit is when there are PDCP duplication, particularly with more than 2 copies, the information of successfully delivered but not in order would help the PDCP hosting node, e.g. to determine if the retransmission is needed.

The solution is beneficial as a suplementary information for solution 2, and if instead of reporting any delivered PDU, it includes information on the PDUs that may fail over the primary link (i.e. it is the ”go” trigger for Enhancement 2).

The corresponding node sending DDDS base on the hosting node request may help the host node efficiently handle the data transmission

I have no strong view on this enhancement. In my view, on the one hand, it is good since more than 2 RLC legs are used, but on the other hand, it is hard to transmit a large number of out of order PDU indicators by DDDS frame. So we slight prefer this ehancement if the DDDS frames can support this huge number of PDU indicator transmission.

	How many octets are we considering to have for DDDS? The whole frame is limited to 1018 octets, according to TS 38.425. But we you look at the PDCP status report, the maximum supported size is 8188 octets in LTE and 9000 octets in NR, which means that this will be useful only when we can support such large size in DDDS.
The enhancement is difficult to transmit a large number of out of order PDU indicators by DDDS frames.




Improved radio efficiency of PDCP duplication can be realized by timely discarding a duplicate when it is not needed any longer, because already successfully delivered to the UE or because it would arrive at the UE after its PDB, making it useless. In this sense, it is beneficial to improve radio efficiency both at the hosting node and assisting node. 
Enhancement 1 and Enhancement 2 focus on improving radio efficiency at the assisting node based on assistance provided by the hosting node, whereas Enhancement 3 focuses on improving radio efficiency at the hosting node based on assistance provided by the assisting node. 
Observation 4: Enhancement 3 helps improve duplication efficiency at the hosting node to some extent, but in its basic form does not help the assisting node.
2.4	Possible compromise solutions
Alternatively, the goal of the WI (i.e. more efficient duplication) can be realized by assigning a transmit timer per each PDU transmitted from the hosting node to the assisting node, i.e. a timer at whose expiration the PDU should be transmitted unless a discard indication was received. The presence of the transmit timer essentially provides a conditional scheduling indication since the assisting node knows that a discard indication can be received before the transmit timer expires (if properly set). In case of transmission success over the primary link, the hosting node can use the existing (explicit) Rel-15 discard indication as per TS 38.425.
Proposal 1: RAN3 to consider a variant of Enhancement 2 for resource efficiency, in which a transmit timer is indicated per each PDU transmitted from the hosting node to the assisting node.
As yet another alternative indicated in [1] by some of the companies, Enhancement 1 and Enhancement 2 (“Go” command part only) could also be combined as follows. First the hosting node provides a “discard timer” per PDU and based on its value it indicates a different behaviour at the assisting node. If “discard timer” < PDB, it works as a discard timer in case of retransmission (not duplication!), whereas if it is set equal to the PDB (or a larger value than PDB), it indicates that a “go” command can be received before the discard timer expires.
Proposal 2: RAN3 to consider Enhancement 1 (enabling the “discard timer”) + Enhancement 2 (enabling the “go” command) for resource efficiency, where a discard timer value set equal to PDB (or larger) indicates to the assisting node that a “go” command can be received. 
The enhancement 2 and its variants require that information on transmission failures is available at the hosting node. This can be provided if the Enhancement 3 is amended to provide such information.
Proposal 3: The Enhancement 3, including the option to provide information about failure of the transmission, is enabled for improving radio efficiency of the hosting node. 
3	Conclusions
In this paper, we provide more details concerning the solution for more efficient DL duplication solution without UE impact. We re-evaluate proposed enhancements and have following observations:
Observation 1: The benefits of Enhancement 1 are unclear in light of Rel-15 timer-based discarding mechanisms that allow the RLC entity of the assisting node to discard PDCP PDUs based on the DRB’s QoS (i.e. PDB).
Observation 2: The greatest improvement in radio efficiency of PDCP duplication can be realized if means are provided to avoid transmitting duplicates that were already successfully delivered to the UE.
Observation 3: Enhancement 2 brings resource efficiency gains and are applicable when at least one retransmission can be accommodated, i.e. for subcarrier spacing (SCS) of 30 KHz and above assuming URLLC traffic having 1ms latency target.
Observation 4: Enhancement 3 helps improve duplication efficiency at the hosting node to some extent, but in its basic form does not help the assisting node.
However, we do understand that the only enhancement that addresses the goal of the WI, i.e. #2, is not preferred. We therefore consider options for its amendment:
Proposal 1: RAN3 to consider a variant of Enhancement 2 for resource efficiency, in which a transmit timer is indicated per each PDU transmitted from the hosting node to the assisting node.
Proposal 2: RAN3 to consider Enhancement 1 (enabling the “discard timer”) + Enhancement 2 (enabling the “go” command) for resource efficiency, where a discard timer value set equal to PDB (or larger) indicates to the assisting node that a “go” command can be received. 
Proposal 3: The Enhancement 3, including the option to provide information about failure of the transmission, is enabled for improving radio efficiency of the hosting node. 
Since the amendment in proposal 1 is the closest to the preferred enhancement #1, we prepared a CR that shows its implementation [3]. The implementation of the original enhancement #2 was already made public in [4].
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Annex 1: Simulation results
In this section we present system level simulation results to confirm the gains, which can be achieved by the solution of selective duplication as proposed in this paper (i.e. enhancement #2). The simulations have been carried out in the 3GPP HetNet small cell scenario 2A [TR 36.872], using a “3GPP calibrated” system level simulator supporting a high degree of realism. The main simulation parameters can be found in Table 2, Annex 1 of [4]. 

Figure 1 shows the URLLC reliability increase and resource efficiency achieved by “Rel.16 selective duplication”. The model of the latter comprises a “hold on” flag to each PDU transmitted from the hosting node to the assisting node / DU, followed by an explicit “go” command to indicate the PDU shall be transmitted if the transmission of the PDU through the hosting node failed. It is noted that if no “go” command is sent, the PDU is discarded at the assisting node / DU. As baseline, we have considered the system level performance achieved with Release 15 URLLC when adopting Release 15 PDCP packet duplication (i.e. Rel.15 duplication, non-selective) and the case when no duplication is used (i.e. single connectivity).

It is observed that selective duplication achieves a significant improvement both in terms of reliability (around 70% less failed packet deliveries) as well as in terms of resource efficiency (around 60% less radio resources consumed) as compared to Rel.15 duplication. Indeed, selective duplication consumes approximately the same radio resources (around 1% increase) as the single connectivity case since at the operating BLER target (1%) only 1 packet over 100 on average will be selectively duplicated. These results confirm that enhancements to the radio resource efficiency of packet duplication should be introduced to better reap the gains and avoid wasting large amount of radio resources which can potentially outweigh the benefits of duplication.
[image: ]
[bookmark: _Ref525032423]Figure 1. Illustration of the URLLC reliability gain (left) and radio resource efficiency gain (right) achieved by selective duplication.
Annex 2: Efficiency analysis
The solution of timely processing a duplicated packet in the assisting node, only when the failure of the other copy transmitted over the hosting node is declared, leads to reduction of up to 99% of the duplicate transmissions on average. This is achieved under the assumption of 1% BLER, which may be considered a typical operating point for URLLC. Therefore, the solution results in a very large resource efficiency improvement of PDCP duplication.
To exploit such enhancement, the overall delay budget associated to a packet should allow for at least one HARQ retransmission and, therefore, it is applicable to the URLLC scenarios with 1 ms latency budget assuming that short TTI is employed. Specifically, this enhancement is feasible for UE processing capability 2 (URLLC), under the assumptions of 2-symbol slot scheduling and 30 kHz SCS (or higher).
The detailed latency analysis for the downlink case is presented in Table 1 [5]. As it can be seen, the downlink user plane latency with 1 retransmission is 0,893 ms under the assumptions defined above (marked in yellow).
Table 1 Downlink UP latency (source: [5])
	Step
	Description
	Value [ms]

	
	
	30 kHz
	60 kHz

	
	TTI duration (symbols)
	14
	7
	4
	2
	14
	7
	4
	2

	1
	BS TX processing delay
	0,098
	0,098
	0,098
	0,098
	0,098
	0,098
	0,098
	0,098

	2
	Frame alignment
	0,500
	0,250
	0,143
	0,071
	0,250
	0,125
	0,071
	0,036

	3
	TTI for data packet transmission
	0,500
	0,250
	0,143
	0,071
	0,250
	0,125
	0,071
	0,036

	4
	a) UE processing delay
	0,161
	0,161
	0,196
	0,196
	0,161
	0,161
	0,179
	0,179

	 
	b) Alignment to control opportunity
	0,018
	0,018
	0,018
	0,018
	0,000
	0,000
	0,000
	0,000

	 
	c) Transmission of the HARQ-ACK
	0,036
	0,036
	0,036
	0,036
	0,018
	0,018
	0,018
	0,018

	 
	d) BS processing delay
	0,196
	0,196
	0,196
	0,196
	0,196
	0,196
	0,196
	0,196

	 
	e) Frame alignment
	0,089
	0,018
	0,018
	0,018
	0,125
	0,000
	0,036
	0,000

	 
	f) TTI for data packet transmission
	0,500
	0,250
	0,143
	0,071
	0,250
	0,125
	0,071
	0,036

	5
	UE RX processing delay
	0,080
	0,080
	0,116
	0,116
	0,080
	0,080
	0,098
	0,098

	Total one-way user plane latency without retransmission (1+2+3+5)
	1,179
	0,679
	0,500
	0,357
	0,679
	0,429
	0,339
	0,268

	Total one-way user plane latency with 1 retransmission (1+2+3+4+5)
	2,179
	1,357
	1,107
	0,893
	1,429
	0,929
	0,839
	0,696



When applying the latency contributions according to the table above, we provide the latency analysis in Fig. 2 and Fig. 3. The figures illustrate how the URLLC latency budget of 1 ms is sufficient to accommodate for three transmission attempts per PDU: a first transmission and one HARQ retransmission from the hosting node plus one first transmission from the assisting node. It is also observed that the solution shown in Fig. 3 (i.e. solution #2) allows for a longer budget for processing at BS and transport delay (about 0,018 ms, i.e. half a symbol) as compared to solution #1 (Fig. 2), where such slightly longer budget could be needed to realize this solution in certain scenarios (e.g. in RAN split architecture). 
[image: ]
Figure 2 - Latency analysis for Solution#1 (i.e. the PDU is transferred to the assisting node along with “immediate scheduling indication” only if NACK is received at the hosting node).  Assumptions: 30 kHz SCS and 2-OFDM-symbol TTI (0,071 ms). 

[image: ]
Figure 3 - Latency analysis for Solution#2 (i.e. the PDU is transferred to the assisting node with an “hold on” time/flag; an immediate scheduling indication is then sent if NACK is received at the hosting node). Assumptions: 30 kHz SCS and 2-OFDM-symbol TTI (0,071 ms). 
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