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1. Introduction
In last RAN3 meeting, the Higher Layer Multi-Connectivity solutions #4 for NRIIOT in RAN was discussed and stage 3 was captured. But remain some issue.  This contribution focus on discussion on the remaining issues of the stage 3 specification of the Solution #4
2. Discussion
The below remaining issues is logged in [1] for solution#4 stage 3 in last RAN3 meeting. 

1. The redundant indicator is included within the QoS Flow Level QoS Parameters. FFS whether to put at the same level of QoS Flow Level QoS Parameters. 

2. Is the Redundant Release Indicator needed in the PDU session modification procedure?

3. FFS whether to further clarify the usage of the redundant network instance, e.g. in case of PDU session split?
Regarding to the issue 1, we do the analysis as below:
In solution#4, the redundant granularity is QoS flow level. One PDU session may include normal QoS flows and redundant QoS flows. Whether to put at the same level of QoS Flow Level QoS Parameters is FFS. 

In 23.501, the redundant indication is descripted as below:
During or after a URLLC QoS flow establishment, if the SMF decided that redundant transmission shall be performed based on authorized 5QI, NG-RAN node capability and/or operator configuration, the SMF informs the PSA UPF and NG-RAN to perform redundant transmission via N4 interface and N2 information accordingly. 
NOTE 1:The RAN node capability to support the redundant transmission on N3/N9 can be configured in the SMF per network slice or per SMF service area.
From the above description, the indicator is generated by SMF base on 5QI and NG-RAN node capability and/or operator configuration. The factor is not part of QoS profile. The indication should not be within QoS profile from technical point view. It may be change based on the NG-RAN capability or operator configuration. It is not service related and introduces it for the transport reliability issue. 
Some companies think we can save the specification effort if we change something for this IE. This is the benefit put the IE into QoS profile. But after check we can find no much effort saved. The saving effort just is valuable in specification writing. The below is the message/IE need to add indicator if put the indicator at the same level of QoS Flow Level QoS Parameters. 
In 38.413, totally there are 2 places needed 
9.3.4.1
PDU Session Resource Setup Request Transfer
9.3.4.3
PDU Session Resource Modify Request Transfer
In 38.423, totally there are 3 places needed
9.2.1.1
PDU Session Resources To Be Setup List
9.2.1.5
PDU Session Resource Setup Info – SN terminated
9.2.1.9
PDU Session Resource Modification Info – SN terminated
In 38.463 totally there are 1 places needed
9.3.1.25
QoS Flow QoS Parameters List

In total in 3 specification, there are 6 place where need add the indictor.  Only 3 more against the solution which put the indicator in the QoS profile.
From production implementation view, if we put the indicator at same level of QoS profile, the node may just send QFI + indicator when the redundant is modification instead of carry the whole QoS profile.

Observation 1：No so much effort can be saved when put QoS redundant indication within the QoS profile but increase the message size when perform modification procedure
Observation 2：Put QoS redundant indication at same level of the QoS profile will save the message cost when Redundant modification
Proposal 1：The indicator should be put at the same level of QoS Flow Level QoS Parameters
Regarding to the issue 3, FFS whether to further clarify the usage of the redundant network instance, e.g. in case of PDU session split?
Two NG UP tunnels are need for the NG interface for the redundancy QoS flow data transmission. The transport layer of two tunnels state as blow:
To ensure the two N3 tunnels are transferred via disjointed transport layer paths, the NG-RAN node, SMF or PSA UPF should provide different routing information in the tunnel information (e.g. different IP addresses or different Network Instances), and these routing information should be mapped to disjoint transport layer paths according to network deployment configuration.
The two tunnels may belong to one Network instance or two different network instances. The network instance is descripted as below. The UPF select the data base on this information as specified in 23.501[2]. 
a Network Instance can be defined e.g. to separate IP domains, e.g. when a UPF is connected to 5G-ANs in different IP domains, overlapping UE IP addresses assigned by multiple Data Networks, transport network isolation in the same PLMN, etc.
So the Additional UL NG-U UP TNL Information for split case in DC also may belong to different network instance.
Proposal 2：Each N3 tunnel may belong to different Network Instance

3. Conclusion 

This paper discussed higher layer multi-connectivity solution #4 and provided relevant observations and proposals:
Observation 1：No so much effort can be saved when put QoS redundant indication within the QoS profile but increase the message size when perform modification procedure

Observation 2：Put QoS redundant indication at same level of the QoS profile will save the message cost when Redundant modification

Proposal 1：The indicator should be put at the same level of QoS Flow Level QoS Parameters
Proposal 2：Each N3 tunnel may belong to different Network Instance
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