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Introduction
One of the problem statements from the SID for the SI on Enhancement for Disaggregated gNB Architecture states the following:
· In a DC scenario, data transmitted to UE from two legs may arrive out-of-order, where the amount of out-of-order data exceeds the level that the re-ordering mechanism can handle. This may result in out-of-order delivery to higher layer.
This paper proposes a solution to the issue. The corresponding pCR to TR 38.823 is given in the Annex.
Discussion
As of today, the corresponding node (herein referred to as the DU) calculates the desired buffer size (DBS), based on the following:
· Radio conditions,
· Congestion situation,
· Targeted buffer dwell time configured at the DU,
· The Highest successfully delivered/transmitted NR PDCP Sequence Number for RLC AM/UM.
From the above it follows that the time the PDUs spend in the DU buffer will not only depend on the radio conditions and the congestion level, but also on the buffer dwell time that the DU is targeting. 
Observation 1: The DBS and the time the PDUs spend at the DU buffer depends not only on the radio and congestion conditions, but also on the targeted buffer dwell time configured at the DU.
From the practical point of view, it is likely that the two legs in a dual connectivity (DC) scenario will have different targeted buffer dwell times. This is foreseen to be relatively common, for example in the following situations:
· The DUs corresponding to two legs experience significantly different radio and congestion conditions, causing different buffer dwell times.
· The DUs corresponding to two legs come from different vendors, with different implementations of targeted buffer dwell times.
· One DC leg is towards the UE is to a macro cell, while the other leg is to a micro cell.
Observation 2: A scenario where DUs in two DC legs target different buffer dwell times may be a significant cause of out-of-order PDU delivery to the UE. This scenario is expected to be relatively common.
A difference in targeted dwell times particularly impacts the performance in DC user data split scenarios. Namely, if DUs in the two legs set the DBS values that target different dwell times when setting their sending rate to the UE, then the data sent to the UE will arrive out-of-order. Even though the UE can handle a certain level of out-of-order delivery (by means of a reordering procedure controlled by a reordering timer in the UE), if the data that arrives from each leg in a DC scenario is not sufficiently aligned in time, the UE’s reordering timer will expire, and data will be delivered to higher layer out-of-order, leading to throughput degradations or loss of higher-layer control data. As mentioned earlier, an additional issue is related to interoperability because there is a risk that different vendors’ target different buffer dwell times, leading to interoperability problems in, among others, multi-vendor, micro-macro scenarios.
Observation 3: Different buffer dwell target times for the two legs in a DC scenario may lead to throughput degradations or loss of higher-layer data.
Having in mind the above, it is obvious that if the DUs use a different target buffer dwell times, as would be the case if this remains undefined in the standard, then the UE will receive data out-of-order due to the differing buffer delay on each leg.
The proposed solution
To address the above issue, it is essential to align the targeted dwell times in two DC legs. This could be achieved by sending a common buffer dwell target time (BDTT) indication from the node hosting the PDCP entity (herein referred to as the CU) to the DUs in both legs. The common BDTT would serve as a common reference point that enables synchronized PDU arrivals from both legs to the UE. To calculate the DBS in the proposed solution, the DU takes into account:
· Radio conditions,
· Congestion situation,
· BDTT reference aligned with the BDTT value in the other leg, 
· The Highest successfully delivered/transmitted NR PDCP Sequence Number for RLC AM/UM.
Observation 4: Aligning the targeted buffer dwell times in both DC legs is essential for solving the problem of massive PDU reordering at the UE.
The BDTT may be signaled in the DL USER DATA PDU (PDU Type 0 in TS 38.425), as follows:

	PDU Type (=0)
	Buffer Target Time Ind Spare 
	DL Discard Blocks
	DL Flush
	Report polling
	1

	Spare
	Report Delivered
	User data existence flag
	Assistance Info. Report Polling Flag
	Retransmission flag
	1

	NR-U Sequence Number
	3

	DL discard NR PDCP PDU SN
	0 or 3

	DL discard Number of blocks
	0 or 1

	DL discard NR PDCP PDU SN start (first block)
	0 or 3

	Discarded Block size (first block)
	0 or 1

	…
	

	DL discard NR PDCP PDU SN start (last block)
	0 or 3

	Discarded Block size (last block)
	0 or 1

	DL report NR PDCP PDU SN
	0 or 3

	Buffer Dwell Target Time
	0 or 2

	Padding
	0-3



Solution downselection
The paper R3-193695, submitted to RAN3#105 proposes to include the following two solutions into the TR 38.823:
Solution 1: The hosting node informs the corresponding node of the target buffer dwell timer and the corresponding node calculate the DBS according to the buffer dwell timer received.
Solution 2: When the corresponding node reports the DBS to the hosting node, it also informs the hosting node of the buffer dwell target timer.
Solution 1 is effectively identical to the solution proposed in this pCR. On the other hand, Solution 2 stipulates that the DU sets the BDTT and informs the CU about it.
There are at least two drawbacks to Solution 2. First, in both solutions, the BDTT is the key instrument for aligning the pace of delivery from the two DUs, and the alignment is accomplished by aligning the two BDTTs. In that respect, one DU has no knowledge about the BDTT in the other DU, it merely provides its own BDTT to the CU. 
Second, in R3-193695 it is claimed that the Solution 2 offloads the CU in the sense that the CU does not have to calculate the BDTT that is to be shared with the DUs. In our view, the effect is quite the opposite, since allowing the DU to set the BDTT and the CU to compensate it, loads the CU even further. 
Observation 5: The Solution 2 imposes a higher computational load on the CU than Solution 1, since the CU needs to compensate the BDTT values provided by the DUs.

Based on the above, the following is proposed: 
Proposal: RAN3 to agree the Solution 1 for inclusion into the TR 38.823. The corresponding pCR is presented in the Annex.
Conclusion
In this paper we propose the solution that would make DBS useful in DC. We observe the following:
Observation 1: The DBS and the time the PDUs spend at the DU buffer depends not only on the radio and congestion conditions, but also on the targeted buffer dwell time configured at the DU.
Observation 2: A scenario where DUs in two DC legs target different buffer dwell times may be a significant cause of out-of-order PDU delivery to the UE. This scenario is expected to be relatively common.
Observation 3: Different buffer dwell target times for the two legs in a DC scenario may lead to throughput degradations or loss of higher-layer data.
Observation 4: Aligning the targeted buffer dwell times in both DC legs is essential for solving the problem of massive PDU reordering at the UE.
Observation 5: The Solution 2 imposes a higher computational load on the CU than Solution 1, since the CU needs to compensate the BDTT values provided by the DUs.
Based on the above, the following is proposed: 
Proposal: RAN3 to agree the Solution 1 for inclusion into the TR 38.823. The corresponding pCR is presented in the Annex.
Annex: pCR to TR 38.823

-------------------------------------------Change 1-------------------------------------------

[bookmark: _Toc20752809]5.1.x	Scenario x
In general, each corresponding node targets a certain buffer dwell time, when calculating the desired buffer size (DBS). The targeted buffer dwell time is vendor-specific, and it essentially means that none of the data residing in the buffer for this DRB shall reside in the corresponding node buffer longer than this time before being sent to the UE. When calculating the DBS, the corresponding node estimates that it will be able to transmit a data volume corresponding to the DBS, while not exceeding the configured dwell target time for any of the PDUs. 
Therefore, as of today, the corresponding node calculates the DBS, based on the following:
· Radio conditions,
· Congestion situation,
· Targeted buffer dwell time configured at the corresponding node,
· The Highest successfully delivered/transmitted NR PDCP Sequence Number for RLC AM/UM.
From the above it follows that the time the PDUs spend in the corresponding node buffer will not only depend on the radio conditions and the congestion level, but also on the buffer dwell time that the corresponding node is targeting. 
From the practical point of view, it is likely that the two legs in a dual connectivity (DC) scenario will have different targeted buffer dwell times. This is foreseen to be relatively common, for example in the following situations:
· The corresponding nodes corresponding to two legs experience significantly different radio and congestion conditions, causing different buffer dwell times.
· The corresponding nodes corresponding to two legs come from different vendors, with different implementations of targeted buffer dwell times.
· One DC leg is towards the UE is to a macro cell, while the other leg is to a micro cell.
A difference in targeted dwell times particularly impacts the performance in DC user data split scenarios. Namely, if corresponding nodes in the two legs set the DBS values that target different dwell times when setting their sending rate to the UE, then the data sent to the UE will arrive out-of-order. Even though the UE can handle a certain level of out-of-order delivery (by means of a reordering procedure controlled by a reordering timer in the UE), if the data that arrives from each leg in a DC scenario is not sufficiently well aligned in time, the UE’s reordering timer will expire, and data will be delivered to higher layer out-of-order, leading to throughput degradations or loss of higher-layer control data. As mentioned earlier, an additional issue is related to interoperability because there is a risk that different vendors’ target different buffer dwell times, leading to interoperability problems in, among others, multi-vendor, micro-macro scenarios.
Having in mind the above, it is obvious that if the corresponding nodes use a different target buffer dwell times, as would be the case if this remains undefined in the standard, then the UE will receive data out of order due to the differing buffer delay on each leg. 


-------------------------------------------Change 2-------------------------------------------

5.2.x	Solution for Scenario x
To address Scenario x, it is essential to align the targeted dwell times in two DC legs. This could be achieved by sending a common buffer dwell target time (BDTT) indication from the node hosting the PDCP entity to the corresponding nodes in both legs. The common BDTT would serve as a common reference point that enables synchronized PDU arrivals from both legs to the UE. To calculate the DBS in the proposed solution, the corresponding node takes into account:
· Radio conditions,
· Congestion situation,
· BDTT reference aligned with the BDTT value in the other leg, 
· The Highest successfully delivered/transmitted NR PDCP Sequence Number for RLC AM/UM.
The BDTT may be signaled in the DL USER DATA PDU (PDU Type 0 in TS 38.425), as follows:

	PDU Type (=0)
	Buffer Target Time Ind 
	DL Discard Blocks
	DL Flush
	Report polling
	1

	Spare
	Report Delivered
	User data existence flag
	Assistance Info. Report Polling Flag
	Retransmission flag
	1

	NR-U Sequence Number
	3

	DL discard NR PDCP PDU SN
	0 or 3

	DL discard Number of blocks
	0 or 1

	DL discard NR PDCP PDU SN start (first block)
	0 or 3

	Discarded Block size (first block)
	0 or 1

	…
	

	DL discard NR PDCP PDU SN start (last block)
	0 or 3

	Discarded Block size (last block)
	0 or 1

	DL report NR PDCP PDU SN
	0 or 3

	Buffer Dwell Target Time
	0 or 2

	Padding
	0-3



Figure 5.2.x Impact to DL User Data PDU for Solution to Scenario x
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