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1. Introduction

In RAN3#105 meeting, it was agreed to support all RAN sharing scenarios in the SA2 LS [1]. During the offline discussion, there were two options provided to support the RAN sharing scenarios [2]. 
1) Associating a logical cell with a type of access (public, SNPN, or CAG). This is not precluded, and automatically would support sharing scenarios RS1-3 as described in the LS (by having different logical cells in a physical cell).

2) Allowing different types of access in a logical cell.
In this contribution, we will discuss the possible impacts of the two options on RAN3.
2. Discussion
2.1 Options to support RS between public PLMN and NPN 

For option 1 above, for NPN, a logical cell will broadcast only one NPN ID in SIB1. Though it could work, it can not totally meet the SA2 requirements, which aims at supporting mixed services including public and SNPN/CAG in one logical cell. 
Observation 1: Option 1 can not support the “mixed” network sharing to meet the SA2 requirement. 

Alternatively, option 2 can allow different types of access, e.g., supporting mixed public, SNPN and CAG, in a logica cell. Different types of access are broadcast in one logical cell. According to RAN2#107 agreements, there will be at most 12 network identifiers indicated in SIB1 if “mixed” network sharing is allowed.

If “mixed” network sharing is allowed (i.e. a cell can contain both PLMNs and NPNs), the total number of networks indicated in SIB1 (i.e. #PLMN + #SNPN + #PNI-NPN) shall not exceed 12.

For this option , it has a strong dependence on the SIB1 desgin. Currently, there is one on-going RAN2 email discussion to work on detailed SIB1 design. To support different mixed network sharing for public, SNPN and CAG networks, there are two possible structure designs for SIB1. For both soluitons, RAN2 can decide which one is selected as the exact signalling design. 
· Solution 1: add the Rel-16 NPN information in the Rel-15 IE plmn-IdentityList
PLMN-IdentityInfoList ::=               SEQUENCE (SIZE (1..maxPLMN)) OF PLMN-IdentityInfo

PLMN-IdentityInfo ::=                   SEQUENCE {

    plmn-IdentityList                       SEQUENCE (SIZE (1..maxPLMN)) OF PLMN-Identity,

npn-IdentityList-vxy                    SEQUENCE (SIZE (1..maxNPN)) OF NPN-Identity

OPTIONAL,

    trackingAreaCode                        TrackingAreaCode                                            OPTIONAL,       -- Need R

    ranac                                   RAN-AreaCode                                                OPTIONAL,       -- Need R

    cellIdentity                            CellIdentity,

    cellReservedForOperatorUse              ENUMERATED {reserved, notReserved},

    ...

}

This solution has less impacts on current SIB1 structure and need less signalling overhead. However, it cannot prevent all Rel-15 public UEs from camping on a mixed cell between public and NPN networks. When the cell is shared for public and NPN netorks. The Rel-15 public UEs assigned to Access Identity 11 or 15 operating in the PLMN ID of the NPN network will treat this cell as candidate even if the field cellReservedForOperatorUse for that NPN PLMN ID set to "reserved".
· Solution 2: introduce new Rel-16 NPN information out of the Rel-15 IE plmn-IdentityList
CellAccessRelatedInfo   ::=         SEQUENCE {

    plmn-IdentityList                   PLMN-IdentityInfoList,

    npn-IdentityList-vxy                NPN-IdentityInfoList  OPTIONAL,

    cellReservedForOtherUse             ENUMERATED {true}  OPTIONAL,            -- Need R

    ...

}

PLMN-IdentityInfoList ::=               SEQUENCE (SIZE (1..maxPLMN)) OF PLMN-IdentityInfo

PLMN-IdentityInfo ::=                   SEQUENCE {

    plmn-IdentityList                       SEQUENCE (SIZE (1..maxPLMN)) OF PLMN-Identity,

    trackingAreaCode                        TrackingAreaCode                                            OPTIONAL,       -- Need R

    ranac                                   RAN-AreaCode                                                OPTIONAL,       -- Need R

    cellIdentity                            CellIdentity,

    cellReservedForOperatorUse              ENUMERATED {reserved, notReserved},

    ...

}

NPN-IdentityInfoList ::=               SEQUENCE (SIZE (1..maxNPN)) OF NPN-IdentityInfo-vxy
NPN-IdentityInfo-vxy ::=                   SEQUENCE {

    plmn-IdentityList                       SEQUENCE (SIZE (1..maxPLMN)) OF PLMN-Identity,

npn-IdentityList                   

SEQUENCE (SIZE (1..maxNPN)) OF NPN-Identity,

    trackingAreaCode                        TrackingAreaCode                                            OPTIONAL,       -- Need R

    ranac                                   RAN-AreaCode                                                OPTIONAL,       -- Need R

    cellIdentity                            CellIdentity,

    cellReservedForOperatorUse              ENUMERATED {reserved, notReserved},

    ...

}

This solution can easily avoid cell access for those Rel-15 public UEs assigned to Access Identity 11 or 15 operating in the PLMN ID of the NPN network. But this solution can bring more signalling overhead.
Proposal 1: Allowing “mixed network sharing” in a logical cell for RAN sharing should be supported, for which the SIB1 design can depend on RAN2 discussion.
2.2 Impact on Xn interface
In RAN3#104 meeting, in case of network sharing with multiple cell IDs broadcast in SIB1, the Interface Instance Indication mechanism was introduced to identify different Xn-C messages which share the Xn-C signalling transport resources [3]. Each NG-RAN node serving a cell identified a Cell Identity associated with a subset of PLMNs can be connected to another NG-RAN node via a single Xn-C interface instance identified by the Interface Instance Indication IE. Each non-UE associated signalling is associated to an Xn-C interface instance by including an Interface Instance Indication in the XnAP message. For node related, non-UE associated Xn-C interface signalling, it may provide information destined for multiple logical nodes in a single XnAP procedure instance once the Xn-C interface instance is setup.
As stated in the previous sections, RAN3 will support mixed cell(s) to simultaneously support access of public, SNPN and CAG.  As showed in above all solutions for the designs of SIB1, there will be one TAC and one cell Identity for each subset of SNPN(s) or CAG ID(s) within a subset of PLMNs. Accordingly, if the Interface Instance Indication is applied, it will correspond to a Cell Identity associated with a subset of PLMNs, or a subset of PLMNs and NPNs in case of one cell sharing with public and NPN networks.
Proposal 2: For NPN, the Interface Instance Indication can be related to a Cell Identify associated with a subset of PLMNs and NPNs in case of RAN sharing between public and NPN networks.
3. Conclusion

In this contribution, we discussed the possible impact of all RAN sharing scenarios for NPN. We have the following proposals. 
Observation 1: Option 1 can not support the “mixed” network sharing to meet the SA2 requirement. 

Proposal 1: Allowing “mixed network sharing” in a logical cell for RAN sharing should be supported, for which the SIB1 design can depend on RAN2 discussion.

Proposal 2: For NPN, the Interface Instance Indication can be related to a Cell Identify associated with a subset of PLMNs and NPNs in case of RAN sharing between public and NPN networks.

The CR to stage 2 specifications are provided in [3-4]. 
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