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1
Introduction
In RAN3#103bis, several enhancements to achieve more efficient DL PDCP duplication were proposed including timer based approach. However, considering the transport delay between the node hosting PDCP and the corresponding node, there would be some misalignment between the assumed behaviour and the actual behaviour. Then, it would invite inefficiency (e.g. unnecessary duplication.) Thus, this contribution discusses how to align the assumed and actual behaviour and proposes the solution on it.
Note that this paper is resubmission of R3-192510/ R3-193376, which were not treated in RAN3#104/105.
2
Discussion
2.1 Previous discussion
From RAN3#103bis, WI for industrial IoT [1]. In the objective, following was included.

---------------------------Start of quotation from [1]-------------------------
· Specify enhancements for more efficient DL PDCP duplication without impacting the UE, provided that gains can be confirmed with a reasonable complexity. [RAN3].
---------------------------End of quotation from [1]-------------------------
Based on above, several solution was proposed and captured in chairman note [2].

---------------------------Start of quotation from [2]-------------------------
Proposed list of potential enhancements for further discussion (other solutions are not precluded):

Enh1: Allow assigning “discard timer” to each PDU transmitted from the hosting node to the assisting node / DU.

Enh2: Allow assigning “hold on” flag to each PDU transmitted from the hosting node to the assisting node / DU; then, explicit “go” command is needed to indicate the PDU shall be transmitted (if the command does not arrive before the validity timer expires, the PDU is discarded at the assisting node / DU).

Enh3: Allow reporting delivery of any PDU, not only those delivered in order.

---------------------------End of quotation from [2]-------------------------
As shown above, both Enh1 and Enh2 uses timer. This is for reducing indication to discard some packets (Current TS38.425 [3] has the method to discard some packets by explicit indication.). 
Observation 1: To achieve discarding without explicit indication, timer based discard mechanism was proposed.
In next section, what is possible issue on timer is discussed.

2.2 Issue on timer based discard mechanism
Firstly, there would be some transport delay between the node hosting PDCP and the corresponding node as (1) the nodes may be located in physically different place (i.e. MeNB and SgNB on EN-DC, gNB-CU and gNB-DU on CU-DU split and so on.) (2) There may be rooter/switch between them.

Observation 2: There would be some transport delay between the node hosting PDCP and the corresponding node.
So, if the node hosting PDCP sets purely the timer based on timing when to discard, the corresponding node may discard the packet unnecessarily later. For example, if the node hosting PDCP sets the timer as 400ms, where the transport delay is 100ms, the corresponding node will discard the packet 100ms later than the node hosting PDCP intended.
Observation 3: Based on the transport delay, the corresponding node may not discard at the timing the node hosting PDCP intended.
Thus, the precious Uu resource may be consumed unnecessarily as unnecessary packets may be sent to the UE.
Observation 4: Uu resource may be consumed unnecessarily as “out-of-date” packets would be sent.
Furthermore, there would be some risk that the node hosting PDCP cannot acknowledge whether packets are transmitted/delivered or discarded actually as current DDDS only includes highest transmitted/delivered NR PDCP SN; If the corresponding node transmit/deliver some packets with higher PDCP SN later, there would be no way that the node hosting PDCP can identify it. Then, further unnecessary duplication may be performed 

Observation 5:  Further unnecessary duplication may be performed as the node hosting PDCP may not be able to acknowledge the actual behaviour.

Thus, especially inter-vendor operation point of view, it seems very important to align the assumed behaviour and the actual behaviour.
Observation 6:  Considering inter-vendor operation, it would be important to align assumed behaviour and actual behaviour. 

In next section, several options are discussed to address this issue.

2.3 How to align assumed behaviour and actual behaviour
Following would be possible solutions to achieve to align assumed behaviour and actual behaviour.
Option 1: When discard packets (based on timer), the corresponding node reports the discarding.

On timer based discarding, the corresponding node indicate which packets were discarded explicitly. Based on that, at least, the node hosting PDCP can acknowledge which packet was actually discarded. 

However, it requires many report on discarding. So, it seems not to meet “efficient” duplication. Furthermore, even if the node hosting PDCP acknowledges the unintended behaviour of the corresponding node, it would not be clear what the node hosting PDCP should do. So, this option cannot be stand-alone.
Observation 7:  Option 1 is to report the discarded packet (based on timer) explicitly, which requires many report and cannot address this issue completely. 

Option 2: Synchronize both the node hosting PDCP and the corresponding node and indicate absolute discarding time

Firstly, the node hosting PDCP and the corresponding node synchronizes each other. And, by indicating absolute time for discarding, there would be no ambiguity each other when to discard. However, just for addressing this issue, synchronization between these two nodes are required. So, it seems very costly approach. 

(Note that, on LTE HLS, to avoid the synchronization between eNB-CU and eNB-DU, some SIBs are decided to be encoded at eNB-DU. And, similar discussion but for NR will be done under agenda 17.3)
Observation 8:  Option 2 is to synchronize both nodes and indicate as absolute time, which seems costly approach. 

Option 3: Either the node hosting PDCP or corresponding node take into account the transport delay between the two nodes.
Option 3-1: The node hosting PDCP indicate the timer as (intended timing – transport delay)
Option 3-2: The corresponding node sets the timer as (indicated timing – transport delay)
These approaches are for taking into account the transport delay on timer setting. As discussed in RAN-centric data collection in RAN3#103bis (and agreed several LS [4] and [5]), it is feasible to measure the transport delay. For example, by using GTP-U echo, both nodes can measure the transport delay with the current specification (if assuming symmetric delay for DL and UL). So, both Option 3-1 and Option 3-2 are feasible. 

Observation 9:  Option 3 is to take into account the transport delay on timer setting, which requires the function to measure the transport delay (But, the function seems already supported.)
However, one point to mention is that this option is not perfect; If the transport delay is fluctuated, it would be challenging for the nodes to set timer considering the actual transport delay for the packet.  On the other hand, this option is very simple and require very small and limited impact. And, this option would address the issue in almost all cases. Considering the cons on other options, Option 3 would be best approach.
Proposal: RAN3 to go with option 3 (i.e. to take into account the transport delay on timer setting), where FFS for further narrowing down from variants for Option 3 as shown below.

Option 3-1: The node hosting PDCP indicate the timer as (intended timing – transport delay)

Option 3-2: The corresponding node sets the timer as (indicated timing – transport delay)

3
Conclusion
This contribution discusses how to align the assumed and actual behaviour and proposes the solution on it.
Following observations and proposals are obtained.
Observation 1: To achieve discarding without explicit indication, timer based discard mechanism was proposed.

Observation 2: There would be some transport delay between the node hosting PDCP and the corresponding node.
Observation 3: Based on the transport delay, the corresponding node may not discard at the timing the node hosting PDCP intended.
Observation 4: Uu resource may be consumed unnecessarily as “out-of-date” packets would be sent.
Observation 5:  Further unnecessary duplication may be performed as the node hosting PDCP may not be able to acknowledge the actual behaviour.

Observation 6:  Considering inter-vendor operation, it would be important to align assumed behaviour and actual behaviour. 

Observation 7:  Option 1 is to report the discarded packet (based on timer) explicitly, which requires many report and cannot address this issue completely. 

Observation 8:  Option 2 is to synchronize both nodes and indicate as absolute time, which seems costly approach. 

Observation 9:  Option 3 is to take into account the transport delay on timer setting, which requires the function to measure the transport delay (But, the function seems already supported.)
Proposal: RAN3 to go with option 3 (i.e. to take into account the transport delay on timer setting), where FFS for further narrowing down from variants for Option 3 as shown below.

Option 3-1: The node hosting PDCP indicate the timer as (intended timing – transport delay)

Option 3-2: The corresponding node sets the timer as (indicated timing – transport delay)
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