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Discussion and Decision
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Introduction
RAN2 finally agreed to go with DAPS (dual active protocol stack) as the only solution for RUDI (Reduction in User Data Interruption) in both LTE and NR mobility WIs.

Now is time for RAN3 to work on the most important parts, i.e., Data Forwarding and SN status continuation. In this contribution, we carefully analyse what should be in place to make RUDI work as a charm, guaranteeing 0ms interruption for downlink and warrantying a reasonable uplink interruption at most up to X2 or Xn roundtrip delay always, and further propose TPs for stage-2 and stage-3 specifications.
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Discussion
2.1     Downlink – when SN is controlled by the source

1.1.1    DL PDCP SDUs forwarding with SN assigned by the source

The unique feature of RUDI is that data forwarding is not just for the change of SN assignment role anymore. As agreed by RAN2, DL PDCP SDUs are forwarded to the target with SN assigned by the source. This is basically to be ready to be delivered by the target immediately when the UE accesses, so that 0ms interruption can be achieved for DL. But the SN assignment role is entirely kept in the source side while this forwarding happens.

On the other hand, the legacy data forwarding is to support the change of SN assignment role. But in stage-2 signalling flows [1][2], it is listed before the steps of UE’s attaching to a target. The legacy forwarding has been described in a way to make a target be prepared to send/receive and to reduce interruption as much as possible.

Although their purposes are different, they share the similarities in reducing interruption and making target ready. Among the most, what is forwarded is the same, i.e., PDCP SDU. We believe that DL PDCP SDU forwarding for RUDI should be described in the same place for the legacy data forwarding. Like in the legacy forwarding, the exact timing can be left up implementation.

Observation 1a: In RUDI, DL PDCP SDUs forwarding with SN assigned by the source is to make a target be ready to transmit, so that 0ms interruption can be achieved for downlink. But the SN assignment role is entirely kept in the source side while this forwarding happens.
Observation 1b: Legacy forwarding, although their purpose is to support change of SN assignment role, has been described in stage-2 in a way to make a target be prepared to send/receive and to reduce interruption as much as possible.
Observation 1c: Although the purposes of RUDI DL PDCP SDUs forwarding and Legacy forwarding are different, they share the similarity in reducing interruption and making target ready. What is forwarded is the same, i.e., PDCP SDU.
Proposal 1: DL PDCP SDUs forwarding (with SN assigned by the source) is described in the same place for legacy data forwarding. The exact timing can be left up implementation as in the legacy.

1.1.2    Enabling target to encrypt DL PDCP SDUs forwarded

Along with DL PDCP SDUs forwarding, for RUDI, the target needs DL COUNTs to encrypt the forwarded PDCP SDUs before transmitting.
In terms of encryption, providing DL HFN looks enough because GTP-U header can carry PDCP SN for each forwarded SDU assigned by the source.
But GTP-U does not guarantee in-order delivery. If only DL HFN is provided, then the target may think whatever the first received PDCP SDU is the first SDU that the source has forwarded. This can be problematic because the very first SDU arrives at the target could be associated with the increased HFN, not the provided HFN, which can happen when the forwarding starts around HFN boundary as below: 
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The target will assume that the first received packet with PDCP SN 0 is associated with the provided HFN X (not with the increased HFN X+1). HFN could go out-of-sync in the target side. 

One may argue that there is no such problem, if the source continuously assigns SNs for the forwarded SDUs but includes PDCP SN only in the GTP-U header of the first SDU. This is true; however, the target now has to assume PDCP SNs of SDUs without GTP-U extension headers by the order it receives. This order could be different than the order the source has assigned PDCP SNs and forwarded (recall GTP-U does not guarantee in-order delivery). Not only the SDUs can be mixed-up, but also a PDCP SDU could disappear in the middle. For example, let’s say that the source forwarded PDCP SDUs with SN 0, SN 1, and so on, but the target received a PDCP SDU with SN 2, earlier that one with SN 1. The target will assume this PDCP SDU (with SN 2) is with SN 1 by the order it received. If the UE sends a status report that it already received PDCP PDU with SN 1, then this PDCP SDU (with SN 2) will never get to the UE. 

Moreover, if PDCP duplication is used for the continuous SN assignment, then it could be a disaster – PDCP PDUs of the same SN from the source and the target may include different SDUs!!

Therefore, in order to combat against GTP-U’s potential out-of-order delivery, PDCP SN for each forwarded SDU should be carried by GTP-U extension header. This is also the reason why the legacy data forwarding includes PDCP SN (if transmission attempted) in each GTP-U extension header, to maintain SNs of what the source has assigned, and also to guarantee that SDUs of the retransmitted PDCP PDUs by the target are not mixed up. Moreover, there is no HFN confusion if the source indicates the PDCP SN and the HFN of the first SDU forwarded. As long as the source does not assign SN more than half of the window, the target is able to correctly identify that PDCP SN of the received SDU is with the increased HFN or not.

Observation 2a: The target needs at least DL HFN to encrypt the forwarded PDCP SDUs with SN assigned by the source.

Observation 2b: GTP-U does not guarantee in-order delivery. The order of receiving PDCP SDUs at the target could be different than the order the source has assigned PDCP SNs and forwarded.
Observation 2c: Providing only DL HFN is not enough, as the target associates whatever the first SDU received with the DL HFN provided. If forwarding starts around HFN boundary, the first SDU received could be with the increased HFN (not DL HFN provided). HFN could go out-of-sync in the target.
Observation 2d: Continuously assigning SNs for the forwarded SDUs with including PDCP SN only for the first SDU does not work either. Not only the forwarded SDUs can be mixed-up, but also a whole SDU could never get to the UE.
Observation 2e: If PDCP duplication is used with the continuous SN assignment, PDCP PDUs of the same SN from the source and the target may include different SDUs.
Observation 2f: To maintain SN of what the source has assigned and guarantee that PDCP SDUs are not mixed up while being forwarded, PDCP SN for each and every forwarded SDU should be carried by GTP-U extension header. This is also the reason why the legacy data forwarding includes PDCP SN (if transmission attempted) in each GTP-U extension header.

Observation 2g: Indicating PDCP SN of the first SDU forwarded (together with DL HFN) can avoid a potential HFN confusion. As long as the source does not assign SN more than half of the window, the target is able to correctly identify that PDCP SN of the received SDU is with the increased HFN or not.

The existing SN Status Transfer already provides DL COUNT value. And for RUDI, DL PDCP SDUs forwarding (with SN assigned by the source) is proposed to be described in the same place as for the legacy forwarding. The accompanying SN Status Transfer can be re-used to indicate DL HFN and PDCP SN of the first SDU forwarded, by updating stage-3 description accordingly. 

Observation 2h: Since RUDI DL PDCP SDUs forwarding is to be described in the same place as for the legacy forwarding, the accompanying SN Status Transfer can be re-used to indicate DL COUNT (DL HFN and PDCP SN of the first SDU forwarded) with proper stage-3 description.
Currently, the legacy SN STATUS TRANSFER is associated with PDCP status to be frozen. For RUDI, this can be also updated that sending SN Status Transfer does not mean to stop assigning SNs to downlink SDUs.
Observation 2i: For RUDI, the legacy SN STATUS TRANSFER can be also updated that sending SN Status Transfer does not always mean to stop assigning SNs to downlink SDUs.
Proposal 2: For the target to encrypt the forwarded DL PDCP SDUs, the source provides DL COUNT (HFN and PDCP SN of the first SDU forwarded). Re-use the legacy SN Status Transfer to provide this DL COUNT, with enhancing stage-2/3 descriptions, without being associated with DL status to be frozen.
2.2     Downlink – when SN assignment is moved to the target

While forwarding DL PDCP SDUs, there comes a point of time that PDCP status is frozen and SN assignment is finally moved to the target.

In order to achieve 0ms interruption, the source should not stop sending DL data to the UE until the UE successfully accessed the target and is ready to receive DL packets. An interruption could exist otherwise, regardless of whether the source link quality remains good or bad. This means that if we leave it up to implementation when to freeze as in the legacy, then 0ms interruption cannot be guaranteed.
Therefore, the best way would be to make the source first confirms that “UE successfully accessed the target” before it starts freezing, so that 0ms interruption can be always guaranteed for RUDI. The existing HO SUCCESS message is well-suited and can be re-used for this purpose. Once receiving the HO SUCCESS message, the source can safely stop assigning PDCP SNs and stop sending DL data to the UE. The legacy SN Status Transfer can be sent as the last time, for which the legacy data forwarding can follow.
Observation 3a: To achieve 0ms interruption, the source should not stop sending DL data to the UE until the UE successfully accessed and is ready to receive DL packets from the target. An interruption could exist otherwise, regardless of whether the source link quality remains good or bad.
Observation 3b: Leaving up to implementation when to freeze DL (as in the legacy) cannot guarantee 0ms interruption. To always guarantee 0ms interruption, the source needs to confirm “UE successfully accessed target” before it stops sending DL data to the UE.
Observation 3c: The existing HO SUCCESS message is well-suited and can be re-used for this purpose.
Proposal 3: To always guarantee 0ms interruption, the followings are proposed for DL:

·  The target sends the HO SUCCESS message to the source upon receiving RRC RECONFIGURATION COMPLETE message. 

·  In return, the source freezes DL and sends the last SN STATUS TRANSFER message, for which the normal data forwarding follows as in the legacy.

·  Until frozen, the source does not stop sending DL packets to the UE as in the legacy.

2.3     Uplink – in-order delivery to the CN

For UL, RAN2 agreed to go with a single UL transmission. The UE switches PUSCH after reception of the first UL grant from the target. Until then, the source can keep scheduling the UE for UL transmissions.

Nevertheless, 0ms interruption cannot be achieved for UL. Since two different network nodes (i.e., the source and the target) need to guarantee in-order delivery of uplink packets to the CN, there is always an interruption of one-way X2 or Xn delay at minimum.

From this sense, UL interruption is related to when it is frozen at the source, because, once frozen, it is now the target’s responsibility to forward uplink packets to the CN while maintaining in-order delivery. 
The interruption would be kept at minimum if UL freezing at the source happens just before UE’s UL switching in a way that uplink packets are ready to be sent to the CN by the target by the time the UE is scheduled to send uplink packets to the target. However, this is almost impossible as one is decided by the source and the other is decided by the target (first UL grant). If we leave it up to implementation when to freeze at source as in legacy, then UL interruption could go even much more than the achievable minimum or be unpredictable. By the same reason, freezing UL as soon as sending HO command (and forwarding out-of-sequence uplink packets to the target) does not warranty a reasonable interruption time always.
Observation 4a: 0ms interruption can never be achieved for UL. To ensure in-order delivery of uplink packets to CN by both source and target, one-way interruption of X2 or Xn delay is inevitable.
Observation 4b: UL interruption can be kept at minimum, if UL freezing at source happens before the UE’s UL switching in a way that uplink packets are ready to be sent to CN by the target by the time the UE is scheduled to send uplink packets to the target. However, this is almost impossible as one is decided by the source and the other is decided by the target (first UL grant).
Observation 4c: If we leave it up to implementation when to freeze at source as in legacy, UL interruption could go even much more than the achievable minimum or be unpredictable. By the same reason, freezing UL as soon as sending HO command does not warranty a reasonable interruption time always.
Based on these observations, the best way would be to follow similarly as in the DL case, i.e., make the source first confirm that “UE successfully accessed the target” before it starts freezing UL and sends the SN STATUS TRANSFER. Until UL is frozen, the source will keep delivering uplink packets to the CN as in the legacy. The target also won’t forward uplink packets in-sequence to the CN until it receives the SN STATUS TRANSFER as in the legacy. This will consistently ensure UL interruption at most up to X2 or Xn roundtrip delay. 

Observation 4d: Following similarly as in DL (the source freezes UL after receiving HO SUCCESS from the target) will consistently upper bound UL interruption at most up to X2 or Xn roundtrip delay.
The SN STATUS TRANSFER already contains UL COUNT in which the first missing SN indicates the start of the uplink PDCP SDUs that the target needs forward to the CN. This is for duplication avoidance of UL delivery from the source and the target to the CN. This legacy behaviour can be re-used as it is.
Proposal 4: To consistently cap UL interruption at most up to X2 or Xn roundtrip delay, follow the same principle as in DL:

·  The source freezes UL after receiving the HO SUCCESS message from the target. Until frozen, the source keeps delivering uplink packets in-sequence to the CN as in the legacy. 

·  The last SN STATUS TRANSFER sent for DL is also used for UL, for which the normal data forwarding follows as in the legacy.
·  The target won’t forward uplink packets in-sequence to the CN until it receives this last SN STATUS TRANSFER as in the legacy.
2.4     Uplink – before SN assignment is moved to the target

For uplink, the existing SN Status Transfer provides the first missing UL COUNT and a bit map of the receive status of the out of sequence UL SDUs that the UE needs to retransmit in the target. From UL HFN in the first missing UL COUNT, the target can know whether the received PDCP PDU from the UE should be discarded or OK to be delivered to the CN. If OK to be delivered, it can also be deciphered right away and stored in the re-ordering buffer. From the bitmap, the target can generate/send a PDCP status report when the UE accessed to the target, to help the UE not to retransmit the already received.
This allows early processing and status reporting by the target by the time the UE accesses. However, these original advantages cannot be embraced if the target relies on UL status info only from the last SN Status Transfer, for which the source triggers once it receives the HO SUCCESS message.
For DL, we already proposed to re-use the SN Status Transfer, for the target to encrypt the forwarded DL PCDP SDUs (with SN assigned by the source). To embrace the original advantages, the corresponding UL status info (the first missing UL COUNT and a bitmap of out-of-sequence UL SDUs) can also be provided together. Anyway, the current SN STATUS TRANSFER mandatorily includes both DL COUNT and UL COUNT values whenever triggered. As similar for DL, it should be enhanced not to be associated with UL status to be frozen.

Observation 5a: The existing SN Status Transfer provides the first missing UL COUNT and a bit map of the receive status of the out of sequence UL SDUs that the UE needs to retransmit in the target. This allows early processing and status reporting by the target by the time the UE accesses.

Observation 5b: These original advantages cannot be embraced if the target relies on UL status info only from the last SN STATUS TRANSFER, for which the source triggers once it receives HO SUCCESS.
Proposal 5A: To embrace early processing and status reporting, the source provides UL status info (first missing UL COUNT and a bitmap of out-of-sequence UL SDUs) in the SN STATUS TRANSFER used for the target’s DL encryption, without being associated with UL status to be frozen.
However, uplink transmission keeps going on over the source link until the source receives the HO SUCCESS message. UL status info carried over the first SN STATUS TRANSFER could be out-dated. Relying on out-dated info could result in unnecessary retransmission of uplink packets from the UE. As a result, it may be better to allow the source to provide an updated UL status info whenever needed until the SN assignment is moved to the target. This may require separating the UL part and the DL part from the SN STATUS TRANSFER as proposed in [3] and we think this is worth studying further.
Observation 5c: Uplink transmission keeps going on over the source link until the source receives HO SUCCESS. UL status info provided over the first SN STATUS TRANSFER could be out-dated. Relying on out-dated info could result in unnecessary retransmission of uplink packets from the UE. 
Observation 5d: It may be better to allow the source to provide updated UL status info whenever needed until the SN assignment is moved to the target, but this may require separating the UL part and the DL part from the SN STATUS TRANSFER message.
Proposal 5B: FFS whether to separate DL part and UL part from the SN STATUS TRANSFER message.

2.5     RLC-UM

It is for sure that RUDI HO will be supported for RLC-AM, but support for RLC-UM is still under discussion in RAN2. For now, we put FFS on stage-2/3 specifications whether RUDI HO is supported for RLC-UM.

Proposal 6: Put FFS, whether RUDI HO is supported for RLC-UM, pending RAN2.
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Conclusion

In the present contribution we make the following observations:

Observation 1a: In RUDI, DL PDCP SDUs forwarding with SN assigned by the source is to make a target be ready to transmit, so that 0ms interruption can be achieved for downlink. But the SN assignment role is entirely kept in the source side while this forwarding happens.

Observation 1b: Legacy forwarding, although their purpose is to support change of SN assignment role, has been described in stage-2 in a way to make a target be prepared to send/receive and to reduce interruption as much as possible.

Observation 1c: Although the purposes of RUDI DL PDCP SDUs forwarding and Legacy forwarding are different, they share the similarity in reducing interruption and making target ready. What is forwarded is the same, i.e., PDCP SDU.

Observation 2a: The target needs at least DL HFN to encrypt the forwarded PDCP SDUs with SN assigned by the source.

Observation 2b: GTP-U does not guarantee in-order delivery. The order of receiving PDCP SDUs at the target could be different than the order the source has assigned PDCP SNs and forwarded.

Observation 2c: Providing only DL HFN is not enough, as the target associates whatever the first SDU received with the DL HFN provided. If forwarding starts around HFN boundary, the first SDU received could be with the increased HFN (not DL HFN provided). HFN could go out-of-sync in the target.

Observation 2d: Continuously assigning SNs for the forwarded SDUs with including PDCP SN only for the first SDU does not work either. Not only the forwarded SDUs can be mixed-up, but also a whole SDU could never get to the UE.

Observation 2e: If PDCP duplication is used with the continuous SN assignment, PDCP PDUs of the same SN from the source and the target may include different SDUs.

Observation 2f: To maintain SN of what the source has assigned and guarantee that PDCP SDUs are not mixed up while being forwarded, PDCP SN for each and every forwarded SDU should be carried by GTP-U extension header. This is also the reason why the legacy data forwarding includes PDCP SN (if transmission attempted) in each GTP-U extension header.
Observation 2g: Indicating PDCP SN of the first SDU forwarded (together with DL HFN) can avoid a potential HFN confusion. As long as the source does not assign SN more than half of the window, the target is able to correctly identify that PDCP SN of the received SDU is with the increased HFN or not.

Observation 2h: Since RUDI DL PDCP SDUs forwarding is to be described in the same place as for the legacy forwarding, the accompanying SN Status Transfer can be re-used to indicate DL COUNT (DL HFN and PDCP SN of the first SDU forwarded) with proper stage-3 description.

Observation 2i: For RUDI, the legacy SN STATUS TRANSFER can be also updated that sending SN Status Transfer does not always mean to stop assigning SNs to downlink SDUs.

Observation 3a: To achieve 0ms interruption, the source should not stop sending DL data to the UE until the UE successfully accessed and is ready to receive DL packets from the target. An interruption could exist otherwise, regardless of whether the source link quality remains good or bad.

Observation 3b: Leaving up to implementation when to freeze DL (as in the legacy) cannot guarantee 0ms interruption. To always guarantee 0ms interruption, the source needs to confirm “UE successfully accessed target” before it stops sending DL data to the UE.

Observation 3c: The existing HO SUCCESS message is well-suited and can be re-used for this purpose.

Observation 4a: 0ms interruption can never be achieved for UL. To ensure in-order delivery of uplink packets to CN by both source and target, one-way interruption of X2 or Xn delay is inevitable.

Observation 4b: UL interruption can be kept at minimum, if UL freezing at source happens before the UE’s UL switching in a way that uplink packets are ready to be sent to CN by the target by the time the UE is scheduled to send uplink packets to the target. However, this is almost impossible as one is decided by the source and the other is decided by the target (first UL grant).
Observation 4c: If we leave it up to implementation when to freeze at source as in legacy, UL interruption could go even much more than the achievable minimum or be unpredictable. By the same reason, freezing UL as soon as sending HO command does not warranty a reasonable interruption time always.
Observation 4d: Following similarly as in DL (the source freezes UL after receiving HO SUCCESS from the target) will consistently upper bound UL interruption at most up to X2 or Xn roundtrip delay.
Observation 5a: The existing SN Status Transfer provides the first missing UL COUNT and a bit map of the receive status of the out of sequence UL SDUs that the UE needs to retransmit in the target. This allows early processing and status reporting by the target by the time the UE accesses.

Observation 5b: These original advantages cannot be embraced if the target relies on UL status info only from the last SN STATUS TRANSFER, for which the source triggers once it receives HO SUCCESS.
Observation 5c: Uplink transmission keeps going on over the source link until the source receives HO SUCCESS. UL status info provided over the first SN STATUS TRANSFER could be out-dated. Relying on out-dated info could result in unnecessary retransmission of uplink packets from the UE. 
Observation 5d: It may be better to allow the source to provide updated UL status info whenever needed until the SN assignment is moved to the target, but this may require separating the UL part and the DL part from the SN STATUS TRANSFER message.
///////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////
Based on the discussion in the present contribution and the observations above we propose: 

Proposal 1: DL PDCP SDUs forwarding (with SN assigned by the source) is described in the same place for legacy data forwarding. The exact timing can be left up implementation as in the legacy.

Proposal 2: For the target to encrypt the forwarded DL PDCP SDUs, the source provides DL COUNT (HFN and PDCP SN of the first SDU forwarded). Re-use the legacy SN Status Transfer to provide this DL COUNT, with enhancing stage-2/3 descriptions, without being associated with DL status to be frozen.

Proposal 3: To always guarantee 0ms interruption, the followings are proposed for DL:
·  The target sends the HO SUCCESS message to the source upon receiving RRC RECONFIGURATION COMPLETE message. 

·  In return, the source freezes DL and sends the last SN STATUS TRANSFER message, for which the normal data forwarding follows as in the legacy.

·  Until frozen, the source does not stop sending DL packets to the UE as in the legacy.

Proposal 4: To consistently cap UL interruption at most up to X2 or Xn roundtrip delay, follow the same principle as in DL:
·  The source freezes UL after receiving the HO SUCCESS message from the target. Until frozen, the source keeps delivering uplink packets in-sequence to the CN as in the legacy. 

·  The last SN STATUS TRANSFER sent for DL is also used for UL, for which the normal data forwarding follows as in the legacy.

·  The target won’t forward uplink packets in-sequence to the CN until it receives this last SN STATUS TRANSFER as in the legacy.
Proposal 5A: To embrace early processing and status reporting, the source provides UL status info (first missing UL COUNT and a bitmap of out-of-sequence UL SDUs) in the SN STATUS TRANSFER used for the target’s DL encryption, without being associated with UL status to be frozen.
Proposal 5B: FFS whether to separate DL part and UL part from the SN STATUS TRANSFER message. 

Proposal 6: Put FFS, whether RUDI HO is supported for RLC-UM, pending RAN2.
The corresponding TPs for TS 36.300, TS 36.423, TS 38.300, and TS 38.423 are provided in [4-7], respectively.
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