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1 Introduction
The WI on integrated access and backhaul for NR was setup in RAN#82 [1] and the following objective was agreed:

-
Specification of a flow control mechanism (for DL and, if necessary, for UL) to handle congestion.
In the RAN2#105bis meeting, following agreements were achieved for IAB flow control.

· Flow control is supported in both upstream and downstream directions in order to avoid congestion-related packet drops on IAB-nodes and IAB-donor DU. 

· In upstream direction, UL scheduling is considered baseline for hop-by-hop flow control. End-to-end flow control is FFS. 

· In downstream direction, the NR UP protocol is considered baseline for end-to-end flow control. Hop-by-hop flow control is FFS. 

And in the RAN2 #107 meeting, UL end-to-end flow control was excluded for IAB network. While for the DL end-to-end flow control, several enhanced solutions which potentially impacted F1 interface were discussed by RAN2, and an LS [2] was sent to RAN3 for assessing the feasibility of the following solutions and any other options as RAN3 deems fit.

· Enhance existing F1-U flow control through changes to NR UP DDDS, by reporting additional information from the access node to the CU; and

· Modify F1 flow control by sending feedback to the CU (CU-UP and/or CU-CP) from intermediate nodes (where congestion is occurring)

In this paper, we will further discuss how to support DL end-to-end flow control mechanisms for IAB from RAN3 point of view.

2 Discussion
In the study item phase, it was concluded that both end-to-end and hop-by-hop flow control for downlink data transmission can be used to avoid data congestion and packet discarding at the intermediate IAB-node and access IAB-node. And it was agreed that NR UP protocol is considered as the baseline of end-to-end flow control mechanism for IAB networks, which is executed between the UE’s access IAB-node and IAB-Donor-CU-UP. The main propose of this type flow control is to allow the node hosting the NR PDCP entity (IAB-Donor-CU-UP) to control the downlink user data flow for the respective data radio bearer. The flow control feedback information is carried by a “RAN container” in a GTP-U extension header and includes:
-
the highest NR PDCP PDU sequence number successfully delivered in sequence to the UE (for RLC AM);
-
the highest NR PDCP PDU sequence number transmitted to the lower layers (for RLC UM);
-
the desired buffer size for the concerned data radio bearer;
· optionally, the desired data rate in bytes associated with a specific data radio bearer
-
the NR-U packets that were declared as being "lost";
-
an indication of radio linkage outage or radio link resume for the concerned data radio bearer;-

However, the traditional F1-U flow control is associated to one UE DRB specific GTP tunnel, and can only be used for UE access bearer from UE’s access IAB-Node-DU to IAB-Donor-CU-UP. Besides, legacy DDDS based feedback information can only report the transmission status of access link. However, data overflow may also happen in the backhaul link. For example in Figure 1, if backhaul link between IAB node 2 and IAB node 3 suffers congestion or blockage while the access link between UE and IAB node 3 is good enough, IAB node 3 can only report the downlink transmission status of per UE DRB to IAB donor CU-UP via legacy DDDS. Based on the receiving DDDS, IAB donor cannot detect the backhaul link congestion/blockage and conduct flow control operations in time.
Observation 1 Based on the receiving DDDS, IAB donor cannot detect the backhaul link congestion/blockage and conduct flow control operations in time.

According to the conclusion from the email discussion and the LS, following we will further investigate the potential solutions for DL end-to-end flow control.
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Figure 1. Example scenario of flow control for IAB network

Solution 1: Enhance DDDS by reporting additional information from the access node to the CU
As a candidate solution, each access IAB node, such as IAB node 3, can also report the DL receiving status from from its parent node via the enhanced DDDS frame, the DL receiving status may include e.g. the highest NR PDCP PDU sequence number successfully received from the parent node. With the DL receiving status reported from the access IAB node, it is possible for the IAB donor CU to judge whether the congestion is occurred in access link or BH link. 
For example, if the highest receiving NR PDCP PDU sequence number is much lower than the highest seqeunce number which IAB donor CU had transmitted, IAB donor CU can deduce that the backaul link had suffered congested. And if it is the backhaul link suffers congestion, rather than the access link, the IAB donor CU can adjust the load balancing strategy to send more packet to the access IAB node via an additional BH path. If the congestion problem occurs in the access link, the IAB donor CU can slow down the transmission of the UE DRB packet. Anyway, based on the flow control feedback informationm, the detailed action of IAB donor CU is left to network implementation.
Observation 2 Access IAB node can report the receiving status for backhaul link via the enhanced DDDS frame, which at least includes the highest NR PDCP PDU SN successfully received from parent node.

Solution 2: Enhanced F1-U flow control by sending feedback to the IAB donor CU from intermediate nodes

Once any backhaul link suffers data congestion or blockage, the parent node DU of the congestion/blockage backhaul link can report the DL data delivery status of BH link directly to the IAB donor CU-UP. For example, an intermediate IAB node, such as IAB node 2 in Figure 1, can send feedback about its DL buffer status to IAB donor CU via F1-U interface, then the IAB donor CU-UP will conduct some flow control mechanisms accordingly. About the granularity of feedback from intermediate IAB node, the egress BH RLC channel level feedback is preferred rather than the UE DRB level, since the UE DRB information may not be visible for intermediate IAB nodes if N to 1 bearer mapping is used. When received such feedback, the IAB donor CU can control the transmission of DL packets via the congested BH RLC channel to avoid overflow, since the IAB donor CU has enough knowledge about the bearer mapping and routing. 
To achieve such enhanced F1-U feedback, an extra GTP-U tunnel may need to be established between a parent node (e.g. intermediate IAB node, or the IAB donor DU) and the IAB donor CU, and a new NR UP PDU type needs to be introduced to carry the BH DL delivery status.
Observation 3 An extra GTP-U tunnel and a new NR UP PDU type need to be introduced to feedback the BH DL data delivery status from intermediate IAB node/IAB donor DU to IAB donor CU.
Solution 3: Introducing F1-C feedback to the CU-CP from intermediate nodes
Alternatively, from the control plane point of view, each congested parent DU (including the IAB node DU, and the IAB donor DU) can also report congestion status or link load of backhaul link to IAB donor CU-CP, and IAB donor CU-CP can reallocate air interface resources to the congested BH link and/or change the routing of some traffic flows to avoid using the congested link.
Some appropriate control plane messages (e.g. F1AP message) can be used to carry congestion status from DU part of congested IAB node to IAB donor CU-CP. In the current F1-AP protocol, the gNB-DU can send a gNB-DU Overload Information IE in the GNB-DU STATUS INDICATION message to the gNB-CU, which indicates that the gNB-DU is overloaded or not. Then the gNB-CU shall apply overload reduction actions until being informed with a not-overloaded indication by a new GNB-DU STATUS INDICATION message. The detailed overload reduction policy is up to gNB-CU implementation. Therefore, GNB-DU STATUS INDICATION can be taken as a baseline to carry congestion status reporting from congested IAB node to IAB donor CU-CP, and some further enhancement, e.g. feedback of overload status per child link, can be conducted.

Observation 4 GNB-DU STATUS INDICATION can be taken as baseline for DL congestion status reporting from the IAB node/IAB donor DU to the IAB donor CU-CP, with enhancement of supporting per child link overload status reporting.

Based on the above discussion, the following table provides a summary about these enhanced solutions.
Table 1. Summary of enhanced solutions for DL E2E flow control

	
	CP or UP
	Feedback from which node
	Granularity
	Standard impacts

	Solution 1
	UP
	Access IAB node
	Per UE DRB
	Enhanced DDDS with reporting DL receiving status

	Solution 2
	UP
	Intermediate IAB node, and the IAB donor DU
	Per BH RLC CH
	Establish an extra GTP-U tunnel and introduce a new NR UP PDU type

	Solution 3
	CP
	Each IAB node, and the IAB donor DU
	Per child link
	Enhanced F1-AP with congestion status or link load of backhaul link


Both solution 1 and 2 are UP solutions. Such UP based solution is beneficial for the IAB donor CU to conduct DL flow control methods in short time. When compared with solution 2, solution 1 can provide finer granularity and less standardization impact, with the cost of more feedback overhead if BH link suffers problem. Solution 3 is CP based solution, which is beneficial for IAB donor CU to reallocate BH link resources or update routing configuration for DL data transmission, and just need minor enhancement for F1-AP signaling. Since each solution shows pros and cons, we suggest that all the above three solutions can be adopted for enhancement of IAB DL end-to-end flow control. And we prepare CR for TS38.425 for option 1 in another paper [3].
Proposal 1 Solutions in observation 2, 3, and 4 can be adopted for enhancement of IAB DL end-to-end flow control.
3 Conclusion
In this paper, this paper discusses how to support end-to-end flow control mechanisms for downlink from RAN3 point of view, and we propose:

Observation 1 Based on the receiving DDDS, IAB donor cannot detect the backhaul link congestion/blockage and conduct flow control operations in time.

Observation 2 Access IAB node can report the receiving status for backhaul link via the enhanced DDDS frame, which at least includes the highest NR PDCP PDU SN successfully received from parent node.
Observation 3 An extra GTP-U tunnel and a new NR UP PDU type need to be introduced to feedback the BH DL data delivery status from intermediate IAB node/IAB donor DU to IAB donor CU.

Observation 4 GNB-DU STATUS INDICATION can be taken as baseline for DL congestion status reporting from the IAB node/IAB donor DU to the IAB donor CU-CP, with enhancement of supporting per child link overload status reporting.
Proposal 2 Solutions in observation 2, 3, and 4 can be adopted for enhancement of IAB DL end-to-end flow control.
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