Page 1
[bookmark: OLE_LINK1][bookmark: OLE_LINK2]3GPP TSG-RAN WG3 #105	         R3-193804
Ljubliana, Sl, 26th Aug. – 30th Aug. 2019

Source: 	AT&T
[bookmark: Title]Title:	Architecture for SNPN with CP-UP Split
Agenda Item:	16.2.4
Document for:	Discussion
Introduction
A WI on Private Network Support for NG-RAN was agreed in RAN#83 with the objective to support non-public network (NPN) for NG-RAN with the following functionality:
· Support NPN functionality in NG-RAN:
· CAG/SNPN relevant parameter broadcast from SIB [RAN2]
· CAG/SNPN cell selection/reselection [RAN2]
· CAG/SNPN cell access control [RAN2/3]
· For CAG, in the case of Intra-RAT intra-system and inter-RAT intra-system, the connected mode mobility support [RAN2/3] 
· The connected mode mobility support within SNPN[RAN2/3]
· For CAG/SNPN, necessary modifications to NG-C and Xn interfaces to communicate the CAG-ID/NID related parameters to NG-RAN nodes, respectively [RAN3]
· Support CAG/SNPN functionality with CU-DU split [RAN3]
· Support CAG/SNPN functionality with CP-UP split, if any [RAN3]
Note: a common solution for CAG and SNPN is not precluded.

In this contribution, we present our view on a non-public network deployment architecture, in particular we focus on an architecture with a CP/UP split.
Non-Public Network Architectures
Non public networks are increasingly becoming the preferred option for many enterprise solutions. From a data security perspective, enterprises are interested in keeping the user plane data on premise. One option to fulfill this request is to deploy a full-fledged private network, with a full gNB (full CU + full DU), on premise. Such a deployment requires an unnecessarily heavy infrastructure investment, which most private enterprises are not willing to undertake.
Another option, is to allow a CU/DU split, whereas only DUs are contained or deployed within the enterprise, while the CU is deployed outside the enterprise. Figure 1 shows the proposed architecture for a non-public network with a CU-UP and CU-CP deployed outside the premise, in common with the public network [1], and different DUs for the NPN and the public network.
Another architecture that can prove useful for NPN networks is one with split control plane (CP) and user plane (UP). An example architecture for such a network is shown in Figure 2.  In such an architecture, multi-connectivity is used to provide CP and UP traffic to the NPN. In this case, the users in the NPN are connected to two DUs, one that provides CP-related connectivity with an MCG link, and one that provides UP-related connectivity with a SCG link. The MCG and the SCG may be on same or different RATs or same or different frequency carriers. 
The UP connectivity for the SNPN users can be brought within the private network to support security considerations, as well as low latency and other services requiring CU-UP deployed within the NPN, such as edge computing, while the CU-UP for the public network users can remain off-premise (e.g. co-located with the CU-CP). The CP/management framework can, however, be common for both the NPN and the public network. 
Observation 1: A non-public network architecture with a separate CP and UP plane is beneficial for latency limited traffic and security considerations
Proposal 1: Specify support for a non public network architecture where the CU-CP is shared between a public and non-public network, but the CU-UP for the public network and the CU-UP for the non-public network are separated (i.e. non-co-located).
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Figure 1: Non public network architecture without a CU on premise and single connectivity
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Figure 2: Non public network architecture with a UP and CP split
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Conclusion
In this contribution, we present an architecture with a CP/UP split for NPNs. We make the following observation and proposal.
Observation 1: A non-public network architecture with a separate CP and UP plane is beneficial for latency limited traffic and security considerations
Proposal 1: Specify support for a non public network architecture where the CU-CP is shared between a public and non-public network, but the CU-UP for the public network and the CU-UP for the non-public network are separated (i.e. non-co-located).
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