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1. Introduction

SA2 has introduced the Core Network Packet Delay Budget (CN PDB) in release 16. CN PDB represents the delay between any UPF terminating N6 (that may possibly be selected for the PDU Session) and the 5G-AN.

The CN PDB allows the RAN node to estimate the delay budget that applies to the radio interface, by subtracting the CN PDB from the PDB. As stated in TS 23.501, for GBR QoS Flows using the Delay-critical resource type, in order to obtain a more accurate delay budget PDB available for the NG-RAN, a dynamic value for the CN PDB can be used, instead of the static value for the CN PDB (which is only related to the 5QI).
The dynamic value can be configured in the RAN node, or in the SMF. In the latter case, it is signalled to the RAN during the appropriate procedures as stated in TS 23.501.
2. Discussion of CN PDB granularity

Since the CN PDB is used to derive the air interface delay budget, using the overall Packet Delay Budget as the global target, it follows that CN PDB is a portion of the PDB.

The PDB granularity is currently defined in the RAN interfaces at 0.5ms, as below:

9.3.1.80
Packet Delay Budget
This IE indicates the Packet Delay Budget for a QoS flow.

	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description

	Packet Delay Budget
	M
	
	INTEGER (0..1023, …)
	Upper bound value for the delay that a packet may experience expressed in unit of 0.5ms.


Note that, from the table of standardized 5QIs in TS 23.501, the lowest PDB value (for delay critical GBR) is 5ms. Therefore, just in terms of standardized 5QIs, it may be reasonable to follow the same definition as above for CN PDB, since the resulting granularity is equal to or less than 10% of the PDB value. In fact, the lowest values of CN PDB for standardized 5QI Delay Critical GBR flows are in the range of 1-5ms. However even for a PDB of 5ms, it could be argued that a finer granularity than 0.5ms could be useful for the RAN node.

Further, if we consider the range of applications in the relevant SA1 study (TS 22.104), we find that some require transfer times (overall latency) below 5ms, and as low as 0.5ms. Examples include motion control and mobile robots. Obviously, these applications require much tighter control of network topology, to achieve a lower CN PDB. However, using the above format for CN PDB would be of very little use in such environments.
It would therefore seem to make sense to increase the granularity of CN PDB compared to that of PDB. However, we could anyway continue to use the same IE for both, since additional PDB granularity may anyway be useful for the use cases described above.
Proposal 1: Increase the granularity of the Packet Delay Budget IE and use this for CN PDB.

A simple way to achieve this would be to add a fractional element to the Packet Delay Budget IE, as shown in the example below. The exact granularity can be further discussed.
9.3.1.80
Packet Delay Budget
This IE indicates the Packet Delay Budget for a QoS flow.

	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description

	Packet Delay Budget
	M
	
	INTEGER (0..1023, …)
	Upper bound value for the delay that a packet may experience expressed in unit of 0.5ms.

	Fractional Part of PDB
	O
	
	INTEGER (1..49, …)
	If present, overall delay budget is obtained by adding the value of this IE to the Packet Delay Budget. Expressed in units of 0.01 ms. 


3. Conclusions
From a brief review of the potential requirements for low packet delay budgets in certain industrial applications, we have concluded that the current PDB’s granularity is too coarse and should be improved at least in respect of the CN PDB. The easiest way to do this was illustrated and is reflected in the proposal:

Proposal 1: Increase the granularity of the Packet Delay Budget IE and use this for CN PDB.

