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1
Introduction
In RAN3#104, the race condition between X2 (i.e. EN-DC) and S1 (e.g. bearer addition/modification) was discussed ( [1] and [2]) but not concluded, mainly because there may be more suitable options. Thus, this contribution provides the list of options and their analysis.
2
Discussion
2.1
Race condition
As mentioned in [1], the race condition on the table is as follows.

· the E-UTRAN undergoes an EN-DC SGNB Addition procedure 

· and while the MeNB issues the E-RAB Modification Indication procedure

· the MME starts e.g.  E-RAB Setup (for a Voice Call) or Modification procedure (UE AMBR value change).

As usual, if both sides use queue, both sides just wait for the response each other (i.e. the eNB waits for E-RAB MODIFICATON CONFIRM, while the MME waits for E-RAB SETUP/MOD. RESP.). Hence, a “deadlock” occurs. After either or both side times-out, either or both side may retry the procedure, worsening user experience (e.g. delaying EN-DC, Voice call). 

Observation 1: During EN-DC, a race condition between X2 and S1 may occur.

Observation 2: For the EN-DC race condition, the user experience may be worsened by a deadlock.

Note that, further worse, becausethe attempting timing is the same for both procedures, this problem is highly likely to happen. For example, if (1) eNB tries to EN-DC on a data call and (2) the UE supports voice call, this issue happens on every attempt of a data call (as SIP bearer is always established by MME even for a data call.)

The example call flow is depicted below.
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Figure 1: Race condition between X2 and S1 during EN-DC
2.2
Analysis on solution

As mentioned in the introduction, the main discussion in RAN3#104 was whether there may be more suitable options. So, in this section, every possible option is listed and analysed.

2.2.1 Possible options

There are two axes to identify the possible options. One is, which operation (i.e. eNB request (EN-DC) or MME request.) is to be prioritized. The other is, which node (i.e. eNB or MME) performs the prioritization (to address the race condition.)

Observation 3: The possible solutions can be listed based on two axes; (1) which operation (i.e. eNB request (EN-DC) or MME request.) is to be prioritized, and (2) which node (i.e. eNB or MME) performs the prioritization
The following table summarizes the above (details of each option are shown in the Annex).

Table 1 Summary of Options
	
	Option 1-1
	Option 1-2
	Option 2-1
	Option 2-2

	Prioritized operation
	eNB request(EN-DC)
	MME request

	Node for prioritization
	eNB
	MME
	eNB
	MME


2.2.2 Comparison of options
Firstly, which operation (i.e. EN-DC or MME request) is to be prioritized.

Upon prioritization of EN-DC, better user experience may be achieved, e.g. for data call, since EN-DC is configured faster. However, e.g. for voice call, the user experience would be worsened since the related operation with MME request will be delayed. On the other hand, upon prioritization of the MME’s request, it would be the opposite. 
Considering the number of RRC reconfigurations, Option 2 subsets would require more RRC reconfigurations because both configuration and de-configuration of EN-DC need to be performed (every time for Option 2-2, and sometimes (depending on the timing) for Option 2-1). So, even for Option 2 subsets, some time period would be required to complete the MME’s request.
Observation 4: Even with Option 2 subsets, some time period would be required to complete the MME’s request, because both configuration and de-configuration of EN-DC need to be performed.
On the other hand, Option 1 subsets do not require such delay. So, in general, to minimize delay, Option 1 subsets would be better to address the race condition; Finishing EN-DC as soon as possible, and then performing the MME’s request.

Observation 5: For minimizing delay, Option 1 subsets would be better than Option 2 subsets.
Secondly, which option (i.e. Option 1-1 or Option 1-2) is to be taken.
Option 1-1 requires a failure case. However, Option 1-2 handles this as a successful case with an interrupted execution. So, Option 1-2 would be better from the point that procedures aren’t failed.
Furthermore, for Option 1-1, the MME will need to retry its request in order to successfully execute its procedure. Thus, the MME request will not be performed until MME resends its request. So, it would cause some delay to perform the MME request. In the worst case, the MME would never retry its request,as failure handling is basically up to implementation. In such a case, e.g. voice call would be completely lost.

Thus, Option 1-2 is a more suitable solution than Option 1-1. 
Observation 6: Option 1-2 is more suitable than Option 1-1 because (1) the procedures are not failed and (2) the MME’s request is performed immediately after EN-DC configuration.

2.2.3 What to be captured in the specification

Option 1-2 requires the MME’s interruption handling to clarify its behaviour (i.e. prioritize EN-DC request even during MME requested procedures). On the other hand, for eNB, no special handling is required, as nothing needs to be considered (i.e. eNB just performs as it wishes.).
Observation7: From specification impact POV, Option 1-2(MME prioritizes EN-DC) has some impact in the interaction description (i.e. MME prioritizes EN-DC request even during MME requested procedures)

Thus, the following is proposed.
Proposal: To handle the race condition, RAN3 to adopt Option 1-2(MME prioritizes EN-DC) and clarify that MME prioritizes EN-DC request even during MME requested procedures in the interaction description 
3
Conclusion
This contribution provides the list of options and their analysis for the race condition between X2 and S1.

The following observations and proposals are obtained.
Observation 1: During EN-DC, a race condition between X2 and S1 may occur.

Observation 2: For the EN-DC race condition, the user experience may be worsened by a deadlock.

Observation 3: The possible solutions can be listed based on two axes; (1) which operation (i.e. eNB request (EN-DC) or MME request.) is to be prioritized, and (2) which node (i.e. eNB or MME) performs the prioritization
Observation 4: Even with Option 2 subsets, some time period would be required to complete the MME’s request, because both configuration and de-configuration of EN-DC need to be performed.
Observation 5: For minimizing delay, Option 1 subsets would be better than Option 2 subsets.
Observation 6: Option 1-2 is more suitable than Option 1-1 because (1) the procedures are not failed and (2) the MME’s request is performed immediately after EN-DC configuration.

Observation7: From specification impact POV, Option 1-2(MME prioritizes EN-DC) has some impact in the interaction description (i.e. MME prioritizes EN-DC request even during MME requested procedures)

Proposal: To handle the race condition, RAN3 to adopt Option 1-2(MME prioritizes EN-DC) and clarify that MME prioritizes EN-DC request even during MME requested procedures in the interaction description 
References
[1] R3-193013, “Specifying handling of Race Condition between E-RAB Setup and intra-E-UTRAN EN-DC related procedures”, Ericsson
[2] R3-193094, “Specifying handling of Race Condition between E-RAB Setup and intra-E-UTRAN EN-DC related procedures”, Ericsson
[3] TS36.413 v15.6.0
Annex A: Details of each option
Option 1-1: eNB prioritizes EN-DC

eNB responses MME request with failure. So, both nodes firstly progress EN-DC procedure. Then, MME may retry their own request. The example call flow is depicted as follows (including above case and most delayed case (i.e. crossing S1 message)).

(Note that this option was proposed in [2].)
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Figure 2: Option 1-1 (eNB prioritizes EN-DC)
This option has clear pros on the similarity with current handling; TS36.413 [3] already has similar description for HO as follows. So, implementation effort would be minimum.

	Interactions with Handover Preparation procedure:

If a handover becomes necessary during E-RAB Setup, the eNB may interrupt the ongoing E-RAB Setup procedure and initiate the Handover Preparation procedure as follows:

1.
The eNB shall send the E-RAB SETUP RESPONSE message in which the eNB shall indicate, if necessary 

-
all the E-RABs fail with an appropriate cause value, e.g., ”S1 intra system Handover triggered”, “S1 inter system Handover triggered” or “X2 Handover triggered”.

2.
The eNB shall trigger the handover procedure.


Option 1-2: MME prioritizes EN-DC

MME responses eNB request firstly. So, both nodes progress EN-DC procedure. Then, eNB will progress queued MME request (if not time-out). The example call flow is depicted as follows.
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Figure 3: Option 1-2 (MME prioritizes EN-DC)
Option 2-1: eNB prioritizes MME request

eNB responses and progress MME request firstly. So, both nodes firstly progress MME request. Then, eNB may retry EN-DC.
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Figure 3: Option 2-1 (eNB prioritizes MME request)
This option requires huge implementation effort as the interrupted timing needs to be considered (i.e. if RRC reconfiguration for EN-DC is already performed, then eNB needs to perform RRC re-reconfiguration.)

Option 2-2: MME prioritizes MME request
MME responses eNB request with failure. So, both nodes firstly progress MME request. Then, eNB may retry EN-DC. The example call flow is depicted as follows.
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Figure 4: Option 2-2 (MME prioritizes MME request)
Similar with option 1-1, this option has clear pros on the similarity with current handling; TS36.413 [3] already has similar description for HO (but, different from HO case, MME side on this case.)
From eNB pov, TS36.413 [3] already specifies the handling of failed bearer as follows. If the bearer release is used, there would be unnecessary interruption. To avoid it, eNB needs to implement the latter case (maybe newly).

	If the E-RAB Failed to Modify List IE is received in the E-RAB MODIFICATION CONFIRM message, the eNB shall either

-
release all corresponding E-UTRA and E-UTRAN resources for the concerned E-RAB or

-
keep the previous transport information before sending the E-RAB MODIFICATION INDICATION message unchanged for the concerned E-RAB.


Summary of Option analysis
This section provides summary of analysis on each option.
Table A-1: Summary of analysis on each option

	
	Option 1-1
	Option 1-2
	Option 2-1
	Option 2-2

	Spec. impact
	Small
(Add eNB interaction to reply MME request as fail (and cause))
	Small
(Add MME interaction to prioritize procedure for  EN-DC)
	Large
(Add eNB interaction 

-to abort EN-DC
-on crossing case, regard the eNB request as failed
Add MME interaction

-on crossing case, ignore eNB request)
	Small
(Add MME interaction to reply eNB request as fail (and cause))

	Required Time for resolution 
	Short

-eNB immediately responds MME request as failed.)
	Short

-MME detection is late but MME follows eNB request
	Short~Long

-If the interruption timing is after RRC C reconfiguration on EN-DC, need to perform re- RRC reconfiguration)
	Long

-MME detection is late (i.e. after RRC reconfiguration) So, re-RRC reconfiguration is performed every time.

	Risk on implementation dependent
	MME may not retry its request

(Voice call may be lost.
	.
(As far as MME req. is not time-out,) no specific issue
	eNB may not retry EN-DC.

(Not to perform EN-DC

	Other notes
	-There is similar handling for HO. 
	-MME request can be performed right after the EN-DC configuration.
	Timing dependent  implementation is needed

	-There is similar handling for HO.
(but, different from HO case, MME side on this case.)
-May need to support one another option on E-RAB MOD. IND. failure handling


Annex B: Analysis on inter-vendor operation issue
This section provides analysis from inter-vendor operation pov; the case where different option is applied between eNB and MME is analysed. As shown in following table, in some case, there would be issue if implemented option is different.
Table B-1: Analysis where different option is applied between eNB and MME

	
	MME
	Option 1-1
	Option 1-2
	Option 2-1
	Option 2-2

	eNB
	
	
	
	
	

	Option 1-1
	-
	Prioritize EN-DC

(Both nodes can progress as both node tries to progress same way.)
	Basically prioritize EN-DC but need to address crossing case

(MME can progress as the corresponding response (fail) is received.

But, on crossing case, MME needs to treat E-RAB MOD. IND.but it is ignored on Option 2-1 implementation.)
	Basically prioritize EN-DC but need to address crossing case.

(MME can progress as the corresponding response (fail) is received.

But, on crossing case, both attempts as seen as failed.)

	Option 1-2
	Race condition

(Each node just wait each other.)
	-
	Race condition

(Each node just wait each other.)
	Prioritize MME request

 (eNB can progress as the corresponding response (fail) is received.)

	Option 2-1
	Basically prioritize MME request but need to address crossing case

 (MME can progress as the corresponding response (success) is received.

But, on crossing case, MME needs to ignore E-RAB MOD. IND. but it is handled on Option 1-1 implementation.)
	Basically prioritize MME request but need to address crossing case.

(MME can progress as the corresponding response is received.

But, on crossing case, both attempts as seen as success.)
	-
	Prioritize MME request

(Both nodes can progress as both node tries to progress same way.)

	Option 2-2
	Race condition

(Each node just wait each other.)
	Prioritize MME request

 (eNB can progress as the corresponding response (success) is received.)
	Race condition

(Each node just wait each other.)
	-
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