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1
Introduction

This paper can be seen as an introduction to the remaining work needed to complete the target of 0ms data interruption assigned by the mobility enhancement WIs. It covers both LTE and NR aspects.
The document is structure along the phases the handover processes is usually broken up: 1) preparation, 2) execution, 3) finalisation.
2
Discussion

2.1
On the requirement to reach the “0ms interruption target”

Handover interrupts an ideally constant flow of user data in UL and DL. Ideal conditions may allow to spend sufficient radio resources, sees the UE is in an advantageous radio condition, which results in almost no re-transmission, out-of-order delivery and data duplication. This results in a perception of a good quality of experience. If those conditions are not available, even without handover, the user may see interruptions of the service, if the size of the play-out buffer in RAN is not over-dimensioned.

The requirement of 0ms interruption target, to our understanding, implies the requirement to design a solution that under advantageous conditions, the handover process does not degrade the user services perception further. In other words, we need to guarantee that no re-transmission, no out of order delivery and no data duplication occurs. 

So, it is not sufficient to guarantee constant data flow, i.e. providing user data to the receiving entity (UE or network) without interruption.

Discussions on how to fulfil those requirements are expected to revolve around data forwarding discussions, as data forwarding per se introduces delay, at least for a short while, until path switch occurs.

Observation 1a:
It is not sufficient to provide the UE (in DL) or the network (in UL) with a constant, non-interrupted flow of user data, “0ms interruption” also requires, that re-transmissions, out-of-order delivery and duplication over the radio interface is avoided.

Investigating the reasons for the interruption of data stream during “normal” handover, one can see that apart from the actual time the switch between source and target cell consumes, arbitrary triggering of handover execution may cause PDCP PDUs to be incompletely transmitted and therefore either require retransmission on application level (e.g. in case of RLC UM), retransmission on AS level (in case of RLC AM) or actually introduce a (noticeable) gap if no re-transmission happens at all. Allowing at least to finalise the transmission of PDCP PDUs on the source side would improve QoE greatly.

Observation 1b:
Assuming advantageous, “good enough” radio link or system load conditions, the main interruption time occurs due to immature choice of switching point, i.e. before the transmission of PDCP PDUs is completed. Avoiding this would positively contribute to reaching the 0ms goal.

Observation 1c:
Allowing to finalise transmission of complete PDCP PDUs in both, UL and DL may require allowing UE to use source and target side link simultaneously at the execution phase.

Agreements RAN2#106
1:
Mobility interruption time means the shortest time duration supported by the system during which a user terminal is not able to exchange user plane packets with any base station during transitions.   

2:
RAN2 common understanding is to reduce interruption time at radio (i.e. air interface) level during mobility (i.e. handover) to improve user experience at service/application layer.

3: 
RAN2 aim to develop protocol design to achieve strict 0ms (if feasible) else close to 0ms interruption time on radio level during handover considering UE capabilities and deployment scenarios.

4: 
For achieving the aim of agreement 3, RAN2 targets a single solution

5: 
Interruption time reduction in DL to be prioritized, but UL will still be considered. 

2.2
Phase 1: Handover preparation
Handover preparation is not expected to contain a lot of items to be discussed, it is expected that the target side has to be informed about the type of handover, and probably other control items, that turn out in the course of discussions.

Observation 2a:
Handover preparation phase is not expected to reveal a lot of items to be discussed.

2.3
Phase 2: Handover execution

2.3.1
When to start DL data forwarding?

In the DL, data transmission on the target radio link can only start, if data has arrived at the target node already. On the other hand, there should be sufficient data to be sent left on the source side to “bridge” the time needed to traverse the forwarding link.

Observation 3.1a:
DL forwarding has to ensure that data is available at the target node right in time, while on the source link, DL data needs to be transmitted as long as forwarded data needs to arrive at the target node and the UE needs to sync to the target side.
Handover so far assumed that user data is not replicated, there exists no additional copy of user data anywhere in the system: only data that is either known to have not yet arrived at the UE or data where the network has not yet received an acknowledgment, is forwarded to the target node. If we follow such approach, the timeline could look like as follows:
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Figure 2.3.1-1: timeline for a forwarding scheme that avoids duplication of DL user data (on source link and for DL data forwarding)

Looking at a possible time line, as shown in Figure 1, 

-
data arrives at the source (“NG-U DL Source”)

-
source estimates and decides that packet “4” is the last to be sent to the UE via the source link

-
the source node would have to compensate for possible Xn-U transmission delay and delay due to target node processing in order to allow for a theoretical chance to achieve the 0ms delay target (“Queueing and playout buffer), then the source would transmit data to the UE (“Source DL usage”)

-
“DL Data Forwarding”: source starts data forwarding in a well-timed manner, so that packet “4+1” arrives in-time at the target for transmission to the UE. The UE would need to sync to the target link in the meanwhile and would probably need to be informed about that.

Such a scheme is not very robust, as it assumes excellent radio conditions on the source side and a well-orchestrated behaviour of all involved entities. Re-transmission would be quite cumbersome to perform.

Observation 3.1b:
A data forwarding scheme which avoids duplication of DL data during DL data forwarding, requires some effort in orchestrating UE and both involved RAN nodes. This results in a scheme that is probably not very robust and efficient for handling of re-transmissions.
We could start a discussion whether for a limited time, for a limited amount of user data, for user data that is tagged with a sequence number that allows the system to identify duplicates, duplication could be allowed.

The source node would continue delivering user data to the UE and at a certain implementation specific time, it would start to forward duplicates of what it has in its DL queue to the target node. Once the source node ceased to transmit user data to the UE, it will naturally not duplicate packets any more, but forward data as long as path switch was issued and user data stops being received by the target node, i.e. until the end marker was received.
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Figure 2.3.1-2: timeline for duplication of DL user data (on source link and for DL data forwarding)

Looking at a possible time line, as shown in Figure 2.3.1-2, 

-
data arrives at the source (“NG-U DL Source”)

-
the source node would have to compensate for possible Xn-U transmission delay and delay due to target node processing in order to allow for a theoretical chance to achieve the 0ms delay target (“Queueing and playout buffer), then the source would transmit data to the UE (“Source DL usage”)

-
“DL Data Forwarding”: forwarded data will arrive at the target after an Xn-U delay

-
The target would start to transmit DL data to the UE as soon as it is able to do so. The condition for a user data to be sent to the UE via the target link is its arrival at the target and that sync has been achieved with the UE.

-
It is possible, that user data will be received via both, the source and the target link. As long as timing of transmission via source and target link allows a synchronised reception at the UE (as seen from the application), the 0ms delay target is achieved.

Such a scheme would create a “safety margin” for lossless and continuous reception of DL data at the UE and would make the scheme quite robust. 

If it still happens, that data was lost, on the source side and the target node was not yet transmitting to the UE, the user data would have been already forwarded to the target node and kept there in evidence, if re-transmission would need to take place. As discussed earlier, re-transmission per-se introduces a glitch within the data flow, but the overall scheme should allow re-transmissions to be performed in a quick and robust manner.
Observation 3.1c:
Duplication of DL data during DL data forwarding may put less requirements on implementing the actual timing of DL data forwarding and is less dependent on the time when the UE actually syncs with the target side.
Probably, both approaches can be combined, DL duplication together with a “forecast” of when the source node plans to cease DL transmission.

Observation 3.1d:
Both methods could be combined.

See also RAN2#106 agreements

Agreements

1
PDCP packet duplication does not need to be supported in combination with the HO interruption solution (but doesn't preclude that it might be possible to support it and it may be beneficial in some cases)

2.3.2
Any rules or triggers for the UE to synchronise on the target cell or to “break” with the source cell?

Rel-14 saw a Make-Before-Break scheme standardised which allows the network and the UE to prolong DL and UL transmission after Handover Execution was triggered. At normal handover, DL and UL transmission is ceased at transmission (DL) and reception (UL) of the Handover Execution trigger on Uu. The network and the UE do not have any “rules” when to actually perform the switch, consequently there is no control about the UE behaviour at this stage. 
Observation 3.2a:
The Rel-14 Make-Before-Break scheme lacks clear triggers and conditions when the UE shall “break”, i.e. switch to the target cell.
One can at least say that transmitting user data has to continue on the source radio link until sync is reached on the target side and transmission has started on the target side. For a short while, data transmission may take place on both, the source and the target radio link.
Observation 3.2b:
Rel-16 Make-Before-Break may allow for a short while data transmission to take place on both, the source and the target radio link.

On the other side, there should be a rule for the UE to stop using the source side, probably this can be an indication from the network, when DL transmission ends on the source link. Such indication should also cater for the case where from a UE point of view, the source link would have been left earlier than expected from the network. If the network e.g. intends to empty its buffers and only then to “release” the source side link, this might contradict with UE’s intentions. Therefore, a clear control is necessary.
Observation 3.2c:
Network should control usage of the source link by the UE, this could be achieved by an explicit indication from the source node (see also Figure 2.3.1-1 and §2.3.3)
2.3.3
Explicit release of source side link?

There is also another peculiarity for eMBB, which is inherited from normal handover: At normal handover, the source link is implicitly released once Handover Execution is triggered, i.e. at transmission/reception of Handover Command, the source side radio link and respective radio resources can be assumed to be freed and available for other purposes and in addition, there is no explicit signalling to release the source side link (apart from the Handover Execution trigger). At eMBB, the source side link is currently assumed to be implicitly released once it is no longer used, i.e. in DL, once the network decides to no longer use it and in UL, once the UE decides to no longer use it. Although Rel-16 eMBB may look similar to Dual Connectivity schemes, where the master or the secondary cell group may be used simultaneously (split bearer), and removal of one cell group needs explicit signalling, MBB seems to not use such.
There were discussions in RAN2 about an explicit RRC message from the target side, but this is probably the wrong approach, as the decision point to cease DL transmission is the source node, not the target node. If the choice to use RRC signalling from the target node is about reliability, such reliability should be based on a reliable indication from the source side, which takes time to arrive at the target. If we assume that the source link is still able allow e.g. the source node to empty its RLC buffers, an in-band PDCP end-marker packet should be possible to be sent as an explicit indication that the source link not used for DL any more.

Also, if this PDCP end-marker does not arrive at the UE, the link will be soon out-of-sync. 

Observation 3.3a:
Although the UE is allowed to continue transmitting/receiving on the source cell, there does not exist any means to release the source link explicitly, i.e. as of today for normal HO, the source link would need to be released implicitly, e.g. after expiry of a timer or after getting out-of-sync
Observation 3.3b:
An explicit RRC release from the target is the wrong approach, as it would only delay an indication that origins from the source node. Instead, an in-band indication like a DL PDCP end-marker should be considered. Reception of this end-marker would aid UE implementations, scenarios where it was lost are well recoverable.
2.3.4
Any issue with simultaneous transmission on source and target link, any show stoppers from RAN3 discussions?
During RAN2#106bis, the following agreements were made about the protocol stack:

Agreements

1
We will not specify single active protocol stack solution (option 0/1/2)

2
We will specify dual active with specified capability coordination that does not have to be utilized by the network. FFS how/whether we will specify the rules for UE when capability coordination is not utilized and UE capabilities are exceeded (we may leave this up to UE implementation).
Figure 2.3.4-1 pictures the dual stack approached as discussed by RAN2:
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Figure 2.3.4-1: UE and network user plane protocol stack to support 0ms HO interruption time

Along with RAN2#106 agreements:
Agreements

2
Simultaneous UL PUSCH transmission does not need to be supported for the HO interruption solution. 

3
There is a point in time where the UL PUSCH switches from source to target.
We would like to have a closer look at UL scheme necessary to achieve the 0ms goal:
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Figure 2.3.4-2: timeline for UL transmission

Looking at a possible time line, as shown in Figure 2.3.4-2, 

-
service data flow provides a constant stream of UL data which is provided to the Source UL, no delay is shown and can be assumed low. There is no need for any play-out buffering and such as was shown in the DL case, as no forwarding delay needs to be compensated.

-
The UE would sync to the target link and decide at a certain point in time to stop UL transmission at the source:

-
In order to achieve the 0ms target, it has to ask for UL grants while still transmitting on the source link to compensate for the small, but existing delay stemming from that request. Only then it can start transmitting UL on the target link. 

So the agreements from RAN2#106 needs to be scrutinised for its exact meaning. If the timeline above is within RAN2’s understanding, then there is a theoretical chance that the 0ms target can be met.

Observation 3.4a:
Latest RAN2#106 agreement on concurrent use of source and target UL rather follow a “hard switch”, which, taken verbatim, cannot achieve a 0ms target. It needs to be discussed, whether the timeline shown in Figure 2.3.4-2, where the UE still transmits on the source UL, while performing RACH and later-on UL Grant for the first UL data transmission, is issued.
2.3.5
Keeping HFN and SN status on target side
There is another peculiarity of make-before-break handover: 

In normal Handover, the SN Status report, which contains the next-to-be assigned PDCP SN in DL and transmission status in UL, contains a snapshot at the time Handover Command was issued to the UE, as the source node freezes the transmission status. This might contain tiny inaccuracies, which are corrected when exchanging SN Status information with the UE on the target side by means of a PDCP procedure.
In make-before-break, the source side does not have any chance to report a “frozen” transmissions status, although, if the UE decides to switch to the target side and abandon the source side immediately, it would represent a fairly accurate information, but the target side does not know when the UE actually switches, as currently there is no control of the UE behaviour, see §2.3.2.

There is also no way to establish a new, independent SN status machinery at the target side, and there is indeed a need to keep track of delivered SN packets, at least for the UE to identify DL duplicates (appearing accidently or on purposed, see §2.3.1) and for the network to identify UL duplicates.
Observation 3.5a:
 HFN/SN status has to be kept, at least to allow the UE to identify duplicates
The main reason why SN status needs to be kept is for security reasons - HFN is one input for security related calculations.

Observation 3.5b:
HFN needs to be kept for security reasons. 

Observation 3.5c:
The source node allocates DL PDCP SNs as long as data is sent from the source side. In case of simultaneous DL transmission, and as long as the target side hasn’t assumed the serving node role, the target node operates with the PDCP SNs allocated by the source node.

2.3.6
Sending SN Status Report multiple times, probably separated for DL and UL?
In Rel-16 MBB, a single SN Status Report, containing UL and DL related information is not sufficient as for “normal” Handover, where the Handover Execution Trigger provides the point in time where the SN Status is frozen on the source side. At normal HO, any ongoing transmission (see discussions above) would be interrupted. 

Observation 3.6a:
With Rel-16 eMBB, “freezing” the SN Status happens later than issuing the Handover Execution trigger (HO Command). 

Observation 3.6b: While the trigger and the content for the SN Status Report is clear for normal HO, this is not the case for make before break, at least not at the time where HO Command is issued to the UE.

The network may decide to stop DL transmission on the source side at a different point in time than the UE decides to stop UL transmission towards the source side.

Observation 3.6c:
Current assumptions on the overall MBB scheme allows to switch to the target cell for DL independently from UL, however, first (UL) sync has to be ensured, i.e. UL resources have to be granted.

In order to allow the target side to allocate PDCP SNs when needed, SN Status Report has to be provided right after the HO Command was issued.

Another SN Status Report would need to be provided once the UL and/or DL transmission ended on the source side

Observation 3.6d:
An early, first SN Status report provides HFN for UP security and allows the target side to discard packets in case data forwarding started rather early.

Observation 3.6e:
A final SN Status report is needed to ensure lossless delivery, if such is required.

Observation 3.6f:
At Rel-16 MBB, DL and UL transmission may cease on the source side at different times, a single SN Status Report is probably not reflecting the necessities of Rel-16 MBB, so separate DL and UL SN Status Reports might need to be sent.
2.3.7
Data forwarding strategies and specification impact.

The following strategies can be foreseen:

-
Avoid duplication of DL data sent to the UE: 
Zero-gap target may be achieved by either well scheduling packets at the source and forwarding packets to the target, without transmitting user data twice to the UE. The UE would need to be informed about the planned DL switching point, to finales sync until then. 
-
Duplicate DL data during data forwarding: 
At start of data forwarding the source node duplicates user data towards the UE and towards the target node. The UE would need to identify duplicates.
These 2 approaches need to be compared, considering the observations made during the preceding analysis.
Observation 3.7a: There are 2 main approaches for data forwarding which need to be compared

3
Conclusion
In this contribution we’ve discussed the different ways to achieve 0ms interruption time at handover, together with their difficulties. As a summary, we can recapitulate the observations made above:

Observation 1a:
It is not sufficient to provide the UE (in DL) or the network (in UL) with a constant, non-interrupted flow of user data, “0ms interruption” also requires, that re-transmissions, out-of-order delivery and duplication over the radio interface is avoided.

Observation 1b:
Assuming advantageous, “good enough” radio link or system load conditions, the main interruption time occurs due to immature choice of switching point, i.e. before the transmission of PDCP PDUs is completed. Avoiding this would positively contribute to reaching the 0ms goal.

Observation 1c:
Allowing to finalise transmission of complete PDCP PDUs in both, UL and DL may require allowing UE to use source and target side link simultaneously at the execution phase.

Observation 2a:
Handover preparation phase is not expected to reveal a lot of items to be discussed.

Observation 3.1a:
DL forwarding has to ensure that data is available at the target node right in time, while on the source link, DL data needs to be transmitted as long as forwarded data needs to arrive at the target node and the UE needs to sync to the target side.

Observation 3.1b:
A data forwarding scheme which avoids duplication of DL data during DL data forwarding, requires some effort in orchestrating UE and both involved RAN nodes. This results in a scheme that is probably not very robust and efficient for handling of re-transmissions.

Observation 3.1c:
Duplication of DL data during DL data forwarding may put less requirements on implementing the actual timing of DL data forwarding and is less dependent on the time when the UE actually syncs with the target side.

Observation 3.1d:
Both methods could be combined.

Observation 3.2a:
The Rel-14 Make-Before-Break scheme lacks clear triggers and conditions when the UE shall “break”, i.e. switch to the target cell.

Observation 3.2b:
Rel-16 Make-Before-Break may allow for a short while data transmission to take place on both, the source and the target radio link.

Observation 3.2c:
Network should control usage of the source link by the UE, this could be achieved by an explicit indication from the source node (see also Figure 2.3.1-1 and §2.3.3)

Observation 3.3a:
Although the UE is allowed to continue transmitting/receiving on the source cell, there does not exist any means to release the source link explicitly, i.e. as of today for normal HO, the source link would need to be released implicitly, e.g. after expiry of a timer or after getting out-of-sync

Observation 3.3b:
An explicit RRC release from the target is the wrong approach, as it would only delay an indication that origins from the source node. Instead, an in-band indication like a DL PDCP end-marker should be considered. Reception of this end-marker would aid UE implementations, scenarios where it was lost are well recoverable.

Observation 3.4a:
Latest RAN2#106 agreement on concurrent use of source and target UL rather follow a “hard switch”, which, taken verbatim, cannot achieve a 0ms target. It needs to be discussed, whether the timeline shown in Figure 2.3.4-2, where the UE still transmits on the source UL, while performing RACH and later-on UL Grant for the first UL data transmission, is issued.
Observation 3.5a:
 HFN/SN status has to be kept, at least to allow the UE to identify duplicates

Observation 3.5b:
HFN needs to be kept for security reasons. 

Observation 3.5c:
The source node allocates DL PDCP SNs as long as data is sent from the source side. In case of simultaneous DL transmission, and as long as the target side hasn’t assumed the serving node role, the target node operates with the PDCP SNs allocated by the source node.

Observation 3.6a:
With Rel-16 eMBB, “freezing” the SN Status happens later than issuing the Handover Execution trigger (HO Command). 

Observation 3.6b: While the trigger and the content for the SN Status Report is clear for normal HO, this is not the case for make before break, at least not at the time where HO Command is issued to the UE.

Observation 3.6c:
Current assumptions on the overall MBB scheme allows to switch to the target cell for DL independently from UL, however, first (UL) sync has to be ensured, i.e. UL resources have to be granted.

Observation 3.6d:
An early, first SN Status report provides HFN for UP security and allows the target side to discard packets in case data forwarding started rather early.

Observation 3.6e:
A final SN Status report is needed to ensure lossless delivery, if such is required.

Observation 3.6f:
At Rel-16 MBB, DL and UL transmission may cease on the source side at different times, a single SN Status Report is probably not reflecting the necessities of Rel-16 MBB, so separate DL and UL SN Status Reports might need to be sent.

Observation 3.7a: There are 2 main approaches for data forwarding which need to be compared
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