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1
Introduction

It is currently assumed by the MME that an eNB will use the same IP version for S1-C and S1-U. And in case of EN-DC this would also force the en-gNB to use the same IP version as the eNB towards the SGW. This limits the possible IP deployments and migration paths between IPv4 and IPv6 for an operator. A network configuration with IPv6 on S1-U in the en-gNB and IPv4 on S1-MME in the eNB is currently not possible. 
2
Discussion

It can be foreseen that operators that now use IPv4 for their RAN deployments at some point in time need to migrate to IPv6. The deployment of new NG-RAN nodes using IPv6 may be a way to start the migration to IPv6. The current specifications however doesn’t provide support for this case, since it is currently assumed that S1-U will use the same IP version as the one used on S1-C.
The only migration path today in LTE (if there is dual stack support on core network side both in the MME and SGW) is to configure per eNB, if IPv4 or IPv6 should be used. It is not possible to separate the migration of the control plane and the user plane. 
In particular for EN-DC, the migration case of enabling the use of IPv6 for NG-RAN nodes (while keeping IPv4 for the E-UTRA nodes), the following needs to be taken into account.
· When the MME allocates the Transport Layer Address for the S1-U, it can not know if the RAN termination point of the E-RAB will be in the eNB or in the en-gNB, so the MME would need to allocate both an IPv4 and an IPv6 address to enable that the en-gNB (in case of SCG bearer) can decide if IPv4 or IPv6 will be used. 
The alternative would be to introduce some sort of negotiation between the termination points of the UP connection. 
· If the MME has allocated both an IPv4 and an IPv6 address and the eNB decides to use the SCG bearer (data path directly from the en-gNB to the SGW) then the SGNB ADDITION REQUEST message needs to be able to carry one IPv4 and one IPv6 address. 
S1 already supports inclusion of both an IPv4 and an IPv6 address in the Transport Layer Address, as stated in section 5.3 of 36.414.

	The Transport Layer Address signalled in S1-AP messages is a bit string of

a)
32 bits in case of IPv4 address according to IETF RFC 791 [6]; or

b)
128 bits in case of IPv6 address according to IETF RFC 2460 [5]; or

c)
160 bits if both IPv4 and IPv6 addresses are signalled, in which case the IPv4 address is contained in the first 32 bits.


This was however intended for HeNB’s behind a GW (see section 4.6.2 in 36.300), where it is stated that “The MME may send two transport layer addresses of different versions only in case of HeNB GW which does not terminate user plane.”. 
So in order to make use of this possibility to include two transport layer addresses to enable support for migration to IPv6, the current statement in 36.300 needs to be amended. 
Looking at the S1 message E-RAB SETUP REQUEST where the two IP addresses would be carried from the MME to the eNB, it can be seen that Transport Layer Address IE is included in the E-RAB To Be Setup Item IEs IE which has criticality reject. This ensures that eNB will only consider the provided IP addresses if it understands how the IP addresses have been put in the Transport Layer Address IE, and it also allows the MME to learn if the eNB can handle two included IP addresses.

Looking at the X2 message SGNB ADDITION REQUEST where the two IP addresses would be carried to the en-gNB, it can be seen that the S1 UL GTP Tunnel Endpoint IE is included in the E-RABs To Be Added Item IE which has criticality reject. This ensures that en-gNB will only consider the provided IP addresses if it understands how the IP addresses have been put in the Transport Layer Address, and it also allows the eNB to learn if the en-gNB can handle two included IP addresses. 
The definition of the GTP Tunnel Endpoint (section 9.2.1 in 36.423) refers to 36.424 (for the X2 user plane transport) and to 36.414 (for the S1 user plane transport). This means that the current X2 specification already enables the inclusion of 2 IP addresses for the S1 UL GTP Tunnel Endpoint IE. 

Observation 1: The only restriction that prevents independent migration of S1-U for an en-gNB is the statement in 36.300.

Proposal 1: Remove the restriction of same IP version for S1-U for an en-gNB and eNB by adding a statement in 36.300 that enables the possibility to include two IP addresses of different versions.

To enable the migration flexibility between X2-C and X2-U by allowing different IP versions to be used, section 5.3 in 36.424 would need similar statements as the ones in 36.414. To enable independent migration of S1-U and S1-C for other cases than EN-DC, additional updates are also needed in 36.300
Proposal 2: It is proposed to discuss if we should also enable the usage of different IP versions between the CP and UP for other cases than EN-DC.

3
Conclusions and Proposals
This paper has discussed current limitations with regards to possible IP deployments and migration paths between IPv4 and IPv6 for an operator. The paper made the following observation and proposals:
Observation 1: The only restriction that prevents independent migration of S1-U for an en-gNB is the statement in 36.300.

Proposal 1: Remove the restriction of same IP version for S1-U for an en-gNB and eNB by adding a statement in 36.300 that enables the possibility to include two IP addresses of different versions.

It is proposed to agree the 36.300 CR in R3-194369.

Proposal 2: It is proposed to discuss if we should also enable the usage of different IP versions between the CP and UP for other cases than EN-DC.

