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1   Introduction
In the RAN3#103 meeting [1], the issue of local LMF has been discussed, but there is no consensus on this issue. During the RAN#83 meeting, a SI on local NR positioning in RAN has been agreed [2], and has the following scope:

The objective of this study item is to study the feasibility and specification impact on, [RAN3]

a) Local location management functionality including location of the LMF, potential new interface(s) (if any), impact on existing protocols, and coordination with the LMF in the 5GC

b) NG RAN acting as LCS client. 

SA working groups should be involved, if necessary.
This paper discusses the Local LMF issue.
2   Discussion

In TR 23.731 [3], local LMF (LLMF) architecture is proposed as one the candidate solutions for release 16 to address the Key Issue “support of low latency LCS”. Figure 1 shows the LLMF based positioning architecture. This architecture is supposed to be able to reduce positioning latency relying on the LMF function located at RAN side. The main difference lies in the signalling process between LMF and UE (LPP message), as well as the signalling between LMF and RAN (NRPPa message). These signalling messages from LLMF that are transferred to RAN, or UE, no longer need the transparent forwarding by AMF.
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Figure 1, Local LMF architecture
However, there is no quantitative analysis on latency reduction when applying new architecture. Whether the LLMF architecture is capable of obviously reducing latency and how much latency differences are still unclear. In fact, for most positioning method, such as OTDOA, most of the time is consumed during the measurement process at the UE side. The time difference when applying LLMF might be insignificant compared to the measurement time at UE. Therefore, the LLMF architecture may not be able to obviously reduce the LCS latency.
Observation 1: Applying local LMF may not be able to obviously reduce the LCS latency. 

With local LMF, there might some technical issues to be addressed. For example, it needs to be considered that there might be multiple positioning measurement request for a UE from multiple LMFs including the local and centralized one. In principle, the NG-RAN node should fail the request if it arrives when another measurement is ongoing for the same UE. Similarly, a NG-RAN node might be request from multiple LMFs for measuring UL PRS at the same resources for multiple UEs when multiple UEs are being located by multiple LMFs. Obviously, one of the UE positioning will be failed in this case.  
Observation 2: UE positioning may be failed when multiple LMFs are locating one UE, or multiple LMFs are requesting measurements from one NG-RAN for multiple UEs.     

With LLMF, there will be large impacts on various specifications such as 38.331, 36.355, 38.455, etc. For example, there might be large modifications regarding the message procedure between the LLMF and RAN nodes as the existing message procedures defined in LPPa or NRPPa may not be applicable. Since the LMF is located at RAN, the NRPPa between LMF and RAN, the LPP between LMF and UE, will be no longer necessary. Instead, it would need to move all the messages from NRPPa to Xn, and carry all the LPP messages at RRC. In a split gNB architecture, there would be more work to consider impact over F1AP. Therefore, there would be huge work regarding all the interfaces that related to the positioning process if LLMF is supported.

Observation 3: There would be huge work regarding all the interfaces that related to the positioning process if LLMF is supported.
In RAN based positioning architecture, local LMF is located at one gNB, whose service area is limited due to the fact that Xn interface does not exist among all gNBs. Therefore, one local LMF may cannot continue to provide service to UEs who move out its serving area. Even if Xn interface does exist between two gNBs, service continuity should be studied.
Observation 4: In positioning architecture with local LMF, it is possible that one UE moves out the service coverage of local LMF.
Proposal: The issues listed in Observation 1-4 should be discussed before supporting the local LMF architecture.
3   Conclusion
Based on the discussion in this paper, we propose:
Observation 1: Applying local LMF may not be able to obviously reduce the LCS latency. 

Observation 2: UE positioning may be failed when multiple LMFs are locating one UE, or multiple LMFs are requesting measurements from one NG-RAN for multiple UEs.     

Observation 3: There would be huge work regarding all the interfaces that related to the positioning process if LLMF is supported.
Observation 4: In positioning architecture with local LMF, it is possible that one UE moves out the service coverage of local LMF.
Proposal: The issues listed in Observation 1-4 should be discussed before supporting the local LMF architecture.  
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