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1   Introduction
In the RAN3 #103bis meeting, RAN3 confirmed the need of exchanging CSI-RS configuration over Xn for mobility purposes. An LS with questions for RAN3 clarification was sent to RAN1 and RAN2 [1].  RAN1 replied RAN3’s LS in [2] with answers.

In this contribution, we further discuss the approach for acquisition of neighbour cells’ CSI-RS configuration based on RAN1’s reply LS and RAN2 progress.
2   Discussion
In the LS to RAN1 and RAN2, two questions were raised [1]:

	Questions to RAN1:

· What is the CSI-RS pattern and its variability in time when the CSI-RS is transmitted for the purpose of connected mode inter-cell mobility?

Questions to RAN2:
· How does a serving NG-RAN node configure CSI-RS measurements of neighbor cells in its served UEs? Are CSI-RS allocated per UE or per cell? 


RAN1 answered both questions in their reply LS [2]. It is observed from the LS that in Rel-15, CSI-RS for mobility can be configured with a periodicity of 4, 5, 10, 20, 40 ms in time, located on one symbol within the corresponding slots, spanning 24, 48, 96, 192, or 264 contiguous RBs in frequency, occupying 1 or 3 RE(s) per RB. 
The variability is up to NW implementation. RAN1 assumes that the configuration of CSI-RS transmitted for the purpose of connected mode inter-cell mobility in a cell is semi-static and not changed frequently. In some implementation, low latency, e.g. within 100 msec, of CSI-RS configuration information exchange between gNBs may be required. 
In response to the second question, RAN1 clarified that CSI-RS is configured in UE-specific RRC message. Whether to configure CSI-RS measurements of neighbour cells dedicated to one UE, or shared by group of UEs, or shared by all UEs within one cell, is up to NW implementation and transparent to the UE.
RAN2 postponed the reply LS in hope of more detailed discussion in RAN2 #107. But during online and offline discussion in RAN2 #106, it was common understanding that CSI-RS is configured to the UE by dedicated signalling and it is up to the network implementation as to whether the same set of CSI-RSs are configured to different UEs or not. What needs to be discussed further is the detailed configuration of CSI-RS resources for Layer 3 mobility, i.e. the inter-node message, which can be viewed as a container from RAN3 and does not delay RAN3 design.

Observation 1: Based on RAN1’s reply and RAN2 progress, it is concluded that the variability of CSI-RS resources and whether the same set of CSI-RS resources are configured to different UEs or not are up to NW implementation. 
Observation 2: RAN1 assumes that in most cases, CSI-RS for mobility does not change frequently. In some low latency scenarios, within 100 msec of CSI-RS configuration information exchange between gNBs may be required.

In previous contribution to RAN3 in [3], we discussed two approaches for acquisition of neighbour cells’ CSI-RS configuration:

· Approach 1: exchanged in Xn setup and updated in NG-RAN node configuration update.

By this approach, the CSI-RS configuration of cells will be exchanged when the Xn interface is setup between two neighbouring nodes and will be updated when CSI-RS configuration is changed in cells of neighbour nodes. 

· Approach 2: New class 2 procedures with registration and periodic report, like resource status request/report in X2AP. 

By this approach, one gNB may register a CSI-RS resource report request to a neighbouring gNB with a proper periodicity. The neighbouring gNB should report its CSI-RS resource configuration as the initiating gNB required.
Since RAN1 confirms that in most cases the mobility-related CSI-RS resources are semi-static and only change occasionally, both approaches are feasible: Approach 1 will not cause much signalling overhead when CSI-RS configuration does not change frequently, and the signalling overhead of Approach 2 can be reduced by setting a large periodicity.

However, RAN1 also points out that some deployments require CSI-RS transfer with low latency, e.g. within 100 msec. One scenario is the high speed train scenario, where CSI-RS resources are updated with the movement of high-speed UEs. 
Approach 2 seems more capable than approach 1 in this case. Because, the cells’ CSI-RS configuration are exchanged periodically upon receiving a CSI-RS resource report request. The periodicity can be configured by the initiating gNB to meet the demand of different scenarios.
Therefore, RAN3 needs to discuss and decide whether the protocol design of XnAP should support the scenario of high frequency CSI-RS configuration exchange. If the answer is no, approach 1 is sufficient to meet the requirement in majority case. Otherwise, approach 2 is preferred.
Proposal 1: It is proposed RAN3 to discuss and decide whether the protocol design of XnAP should support the scenario of high frequency CSI-RS configuration exchange. 
Considering CU-DU split architecture, the gNB-DU needs to inform the gNB-CU of the CSI-RS resources of the cells configured in gNB-DU. On the other hand, gNB-CU needs to inform gNB-DU of the CSI-RS resources of neighbour cells, and gNB-DU shall generate the measurement gaps based on the CSI-RS resources (and SMTC information, if SSB-based measurement is also configured).

Proposal 2: It is proposed RAN3 to discuss and agree on the F1AP impact.
RAN2 needs to define the inter-node RRC message for CSI-RS resource configuration transfer over Xn or F1, the details of which are transparent to RAN3. RAN3 design can proceed under the assumption that a container, e.g. CSI-RS-ResourceConfig, to be defined in RAN2.
Proposal 3: RAN3 proceeds with the signalling design for CSI-RS transfer over Xn/F1 and leave a container, e.g. CSI-RS-Config, to be defined in RAN2.
There would be the case of no Xn interface between two neighbour gNBs. Therefore, it is proposed RAN3 to discuss whether CSI-RS resource configuration over NG interface is needed or not.

Proposal 4: It is proposed RAN3 to discuss the need of exchange of CSI-RS configuration over NG.
3   Conclusion
In this paper, we discuss CSI-RS configuration transfer based on RAN1 reply and RAN2 progress and have the following proposals:
Observation 1: Based on RAN1’s reply and RAN2 progress, it is concluded that the variability of CSI-RS resources and whether the same set of CSI-RS resources are configured to different UEs or not are up to NW implementation. 
Observation 2: RAN1 assumes that in most cases, CSI-RS for mobility does not change frequently. In some low latency scenarios, within 100 msec of CSI-RS configuration information exchange between gNBs may be required.

Proposal 1: It is proposed RAN3 to discuss and decide whether the protocol design of XnAP should support the scenario of high frequency CSI-RS configuration exchange. 
Proposal 2: It is proposed RAN3 to discuss and agree on the F1AP impact.
Proposal 3: RAN3 proceeds with the signalling design for CSI-RS transfer over Xn/F1 and leave a container, e.g. CSI-RS-Config, to be defined in RAN2.
Proposal 4: It is proposed RAN3 to discuss the need of exchange of CSI-RS configuration over NG.
A set of draft CRs of approach 2 are provided in [4] ~ [7].
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