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1. Introduction
According to WID on Integrated Access and Backhaul (IAB) for NR [1], this work item includes the following objective:

· Specification of enhancements to L2 wireless transport [RAN2-led, RAN3]:

· Specification of an adaptation layer above RLC layer. The adaptation layer supports routing across the wireless backhaul and IP as next protocol layer. 

· Extension of LCID space and potentially LCG space to support one-to-one mapping of UE bearers to BH RLC channels. The extension of LCID space and LCG space is applicable only to IAB-nodes.

· Specification of a flow control mechanism (for DL and, if necessary, for UL) to handle congestion. 

· Specification of mechanisms to enable lossless delivery in hop-by-hop ARQ.

In this contribution, we focus on a flow control mechanism for downlink (DL) and uplink (UL) to handle congestion and provide our view on it.
2. Discussion
2.1 Flow control mechanism for DL

In [2], flow control and congestion handling on the downlink is denoted as follows:
	On the downlink, the IAB-node's link capacity to a child IAB-node or a UE may be smaller than the link capacity of a backhaul link from the parent IAB-node. The DU side of the parent IAB-node may not know the downlink buffer status of the IAB-node. As a result, the ingress data rate scheduled by the parent IAB-node's DU may be larger than the egress data rate the IAB-node's DU can schedule to its child IAB-nodes and UEs, which may result in downlink data congestion and packet discard at the intermediate IAB-node. Discarding of packets at intermediate IAB-nodes may have negative consequences (e.g. may lead to TCP slow start for impacted UE flows).

End-to-end flow control (e.g. flow control via F1-U or F1*-U) could help to address packet discard at the intermediate IAB-nodes due to the downlink data congestion problem to some extent by providing a downlink delivery status from the UE's access IAB-node DU in hop-by-hop ARQ to the IAB-donor CU. End-to-end ARQ similarly can address packet discard by intermediate IAB-nodes due to downlink data congestion. However, these mechanisms may be slow to react to local congestion problems in intermediate IAB-nodes as they do not provide information to pin point at which link/node the congestion is occurring. Thus, hop-by-hop flow control may also be required together with end-to-end congestion handling.

The congested IAB-node may provide feedback information to the parent IAB-node or the IAB-donor. Based on this feedback, the parent IAB-node or IAB-donor may perform flow control and alleviate downlink data congestion.


End-to-end flow control on the downlink is, as mentioned above, that the congested IAB-node (e.g., IAB-node 2 as shown in Figure 1) provides the IAB-donor CU with feedback information so that the IAB-donor CU can reduce or block the amount of downlink data traffic toward it. Considering this flow control between IAB-node and IAB-donor CU, the existing NR user plane protocol as defined in [3] can be a good baseline. For example, the congested IAB-node (e.g., IAB-node 2) may provide IAB-donor CU with the Downlink Data Delivery Status (DDDS) frame including buffer size and/or data rate for backhaul (BH) RLC channel associated with its child IAB-node (e.g., IAB-node 1 as illustrated in Figure 1). Upon receiving the DDDS frame, the IAB-donor CU reduces or block the downlink data traffic for this BH RLC channel correspondingly. In order to enable this end-to-end flow control, enhancement for existing NR user plane protocol is necessary and RAN3 should discuss this enhancement.
Proposal 1: RAN3 should discuss end-to-end flow control on the downlink based on existing NR user plane protocol.

Hop-by-hop flow control on the downlink is that the congested IAB-node (e.g., IAB-node 2) provides feedback information to its parent IAB-node (e.g, IAB node-3 as shown in Figure 1) to enable its parent IAB-node to reduce or block downlink data traffic toward the congested IAB-node. In this flow control, the issue to be considered is which layer performs hop-by-hop flow control and flow control feedback. There are mainly two options available, i.e., MAC layer and BAP layer. This issue should be discussed in RAN2.
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Figure 1. Example for congestion situation in IAB network
Proposal 2: The detailed design for hop-by-hop flow control on the downlink is up to RAN2.

In Figure 1, based on existing NR user plane protocol, IAB-node 2 may transmit the DDDS frame for BH RLC channel associated with IAB-node 1 and/or DRB of UE 1 via F1-U to IAB-donor CU. When the link between IAB-node 1 and 2 is congested, IAB-node 2 may send the DDDS frame for BH RLC channel involved in IAB-node 1. On receiving this DDDS frame, however, the IAB-donor CU cannot perceive whether congestion occurs at IAB-node 2 or not. As a result, it may not throttle downlink data traffic toward IAB-node 2 correspondingly. Therefore, the congested IAB-node is needed to provide to the IAB-donor CU an explicit congestion indication through the DDDS frame so that the IAB-donor CU can reduce or block downlink data traffic toward the congested IAB-node.
Proposal 3: The congested IAB-node should provide a congestion indication to IAB-donor CU through the DDDS frame.
2.2 Flow control mechanism for UL

In [2], flow control and congestion handling on the uplink is described as follows:

	On the uplink, an intermediate IAB-node acts as a gNB-DU to child IAB-nodes and can control the amount of uplink data from child IAB-nodes and UEs by adjusting the UL grants, i.e. the current transmission/scheduling mechanisms control uplink data rate to an IAB-node. This mechanism allows mitigating congestion at the intermediate IAB-node. Additional control mechanism may be needed to handle uplink data congestion.


Based on above description for flow control on the uplink, in RAN2#105bis meeting, it was agreed that in upstream direction, UL scheduling is considered baseline for hop-by-hop flow control. So, the detailed design for hop-by-hop flow control on the uplink should be discussed in RAN2.
Proposal 4: The detailed design for hop-by-hop flow control on the uplink is up to RAN2.

End-to-end flow control on the uplink is not needed to be supported in IAB network. It is because hop-by-hop flow control on the uplink via UL scheduling is sufficient to alleviate the uplink congestion. Also, although a congestion indication is provided to access IAB-node or parent IAB-node, the node which receives an indication could only reduce the UL grant allocated to the UE or child IAB-node. So, on the uplink, end-to-end flow control does not provide any benefit over hop-by-hop flow control.
Proposal 5: The end-to-end flow control on the uplink is not necessary to be supported in IAB network.
3. Conclusion
In this contribution, we focused on a flow control mechanism for DL and UL to handle congestion and provided our view on it. The following proposals are kindly suggested to RAN3:
Proposal 1: RAN3 should discuss end-to-end flow control on the downlink based on existing NR user plane protocol.

Proposal 2: The detailed design for hop-by-hop flow control on the downlink is up to RAN2.

Proposal 3: The congested IAB-node should provide a congestion indication to IAB-donor CU through the DDDS frame.
Proposal 4: The detailed design for hop-by-hop flow control on the uplink is up to RAN2.

Proposal 5: The end-to-end flow control on the uplink is not necessary to be supported in IAB network.
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