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Introduction

During RAN2#105bis meeting, the following agreements were agreed on flow control mechanism [1].

	Flow control is supported in both upstream and downstream directions in order to avoid congestion-related packet drops on IAB-nodes and IAB-donor DU. 

In upstream direction, UL scheduling is considered baseline for hop-by-hop flow control. End-to-end flow control is FFS. 

In downstream direction, the NR UP protocol is considered baseline for end-to-end flow control. Hop-by-hop flow control is FFS.     


During RAN2#106 meeting, an email discussion was triggered for flow control in IAB network. Most companies think that it is not necessary to support the UL end-to-end flow control. With regard to DL flow control, most companies think the enhancement to the DL end-to-end flow control should be considered and it is up to RAN3. In this contribution, we will focus on the DL flow control and discuss its detailed design.   
Discussion 

In the multi-hop IAB network, when data traffic arrives in burst or radio link quality deteriorates quickly, congestion may occur. As far as we know, there are many legacy control plane mechanisms to alleviate the congestion. 

DU may perform the admission control when CU request it to setup new UE DRB. If no enough radio resource available, DU may reject to setup the corresponding DRB. 

DU may indicate overload status to CU and then CU take overload reduction actions. 

DU can request the CU to release UE context when no radio resource available. 

On the other hand, it is agreed in RAN2#106bis meeting that load balance by routing by Donor CU shall be possible. Considering all these existing tools for congestion control, we only need to utilize the flow control to avoid the potential buffer overflow when the data rate of ingress bearer is higher than that of egress bearer. 
Observation 1: There are many legacy control plane mechanisms to alleviate the congestion, such as admission control, DU overload status report to CU, etc. With regard to flow control, it is mainly used to avoid the potential buffer overflow. 
2.1 Downlink flow control

For downlink, the DL grants for the MT part of IAB node are allocated by the DU part of parent IAB node. However, the DU part of parent IAB node is not aware of the DL buffer status of the DU part of IAB node. If the data rate of downlink ingress bearer is higher than that of egress bearer, the downlink buffer in the DU part of IAB node may overflow and some downlink data packets may be dropped. Based on this observation, it is suggested to consider the downlink flow control. Two downlink flow control mechanisms are discussed in IAB SI phase, i.e. end-to-end and hop-by-hop, as shown in Figure 1(a) and Figure 1(b) respectively.  
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(b) Hop-by-hop flow control for IAB node





Figure 1 Illustration of end-to-end flow control vs. hop by hop flow control

As agreed in RAN2#105bis meeting, the NR UP protocol is considered as baseline for end-to-end flow control. That is, UE’s access IAB-node DU may provide downlink delivery status to the IAB-donor CU. For example, if access IAB node 1 DU detects the congestion, it may send the DL data delivery status frame in F1-U interface to IAB donor CU which includes the desired buffer size and or desired data rate for a given UE DRB as shown in Figure 1(a). Then IAB donor CU could slow down the downlink transmission for this UE DRB correspondingly. 

However, during the flow control email discussion, many companies think that the end-to-end downlink flow control needs to be enhanced, for example, allow the intermediate IAB node to feedback the congestion information to IAB donor. To be specific, the intermediate IAB node could report its DL buffer status to IAB donor. The reported DL buffer status is relayed via upstream intermediate IAB nodes to the IAB donor. The DL buffer status should be reported per IAB node’s BH RLC channel instead of per UE bearer. In order for the donor CU to get the congestion information and then slow down the DL data transmission, intermediate IAB node need to use the GTP-U header to carry the congestion information. Considering that IPSec protection might be enabled for the GTP-U data packet, the intermediate IAB node need to select the GTP-U packet of its access UE to carry the congestion information of other BH RLC channels. Alternatively, the intermediate IAB node may transmit separate control PDU to carry the congestion information. Nevertheless, new GTP-U frame format need to be designed to carry the congestion information, which at least include the BH RLC Channel ID and the BH RLC channel buffer status. 
Proposal 1: To support the intermediate IAB node feedback congestion to donor CU, new GTP-U frame format need to be designed to carry the congestion information, which at least include the BH RLC Channel ID and the BH RLC channel buffer status.
Conclusion

In this contribution, we focused on the DL flow control and discuss its detailed design. And we have the following observations and proposals:

Proposal 1: To support the intermediate IAB node feedback congestion to donor CU, new GTP-U frame format need to be designed to carry the congestion information, which at least include the BH RLC Channel ID and the BH RLC channel buffer status.
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