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1	Introduction
[bookmark: _Toc474247438]At RAN3 #103-bis meeting, it was agreed to focus future work on 3 solutions:
1)	Allow assigning “discard timer” to each PDU transmitted from the hosting node to the assisting node / DU.
2)	Allow assigning “hold on” flag to each PDU transmitted from the hosting node to the assisting node / DU; then, explicit “go” command is needed to indicate the PDU shall be transmitted (if the command does not arrive before the validity timer expires, the PDU is discarded at the assisting node / DU).
3)	Allow reporting delivery of any PDU, not only those delivered in order.
In this contribution, we discuss further the details of the enhancements 1 and 2 above. It was originally submitted to RAN3 #104 meeting [1], but the topic was not discussed there.
2	Discussion
Based on simulations shown in Annex 1, it can be observed that if 1 ms delay is assumed to be the upper limit for the delay (which means 2 transmissions attempts per PDU, i.e. one retransmission – see the analysis presented in [1] and copied in Annex 2), then both, no duplication and Rel.15 non-selective duplication fall short of providing the necessary reliability of 10-5. It can also be seen that selective duplication achieves a significant improvement both in terms of reliability (around 70% less failed packet deliveries) as well as in terms of resource efficiency (around 60% less radio resources consumed) as compared to Rel.15 duplication. that 
Only selective duplication of the PDUs that failed at the primary leg allowed to achieve both the reliability and delay targets. This was due to the fact that only 1% of PDUs required duplication thus making resource utilisation nearly as low as in the baseline case of no duplication.
[bookmark: OLE_LINK5]Observation 1: Efficiency of selective duplication can be achieved only if the transmission of the duplicated PDU is decided on per-PDU basis and is done only in case of transmission failure through the primary leg. This means the transmission of the duplicated PDUs towards the UE must be postponed until the status of the first/earlier transmission is known.
Proposal 1: RAN3 to agree that the gains of more efficient DL PDCP duplication without impacting the UE are confirmed.
The key source of the gain of selective duplication is the fact that some duplicated PDUs are not transmitted – only those that cannot be delivered via the primary link are transmitted over the 2nd link. In this scenario, the transmission of the PDU over the 2nd link shall happen only when the status of transmission over the primary link is confirmed to be failed. 
[bookmark: OLE_LINK1]Proposal 2: The enhancements for more efficient DL PDCP duplication without impacting the UE are based on solutions enabling the secondary leg to postpone the transmission of duplicated PDUs towards the UE until the status of the transmission via the primary leg is known.
This can be done in two ways: either the hosting node provides the duplicated PDU to the assisting node later, when the first attempt fails, or it duplicates each PDU and provides it to the assisting node immediately, but the latter postpones transmitting it further to the UE until a separate command is received, after the first attempt fails (i.e. enhancement 2). As it was shown in [2] (copied below in Annex 2), the latter way offers gains in terms of time allowed for PDU processing in the assisting node. It is therefore proposed to enable it.
[bookmark: OLE_LINK2]Proposal 3: The enhancement 2 (enabling the “hold” flag and a “go” command) is enabled as the most efficient solution for duplication control.
In [3], it was explained that explicit discard timer (enhancement 1) is needed to inform the assisting node about available time budget in case duplication is postponed. However, even if the Proposal 3 above is accepted and the time budget is controlled by the DRB’s QoS, there may still be differences between PDUs coming from different QoS flows. Even if small enough, so that the flows can be combined in the same DRB, these delay differences may still be relevant in case of URLLC traffic. Therefore, even in case of immediate duplication (i.e. enhancement 2), as proposed above, the discard timer will help avoid abusing the DL buffer. In other words, it can help increasing the scheduling flexibility.
[bookmark: OLE_LINK3]Proposal 4: The enhancements 1 (the discard timer) is enabled together with the enhancement 2, so that small differences in treatment of PDUs from different URLLC QoS flows can be signalled. 
As discussed at the beginning, the efficiency relies on the information about the status of the transmission of the PDU via the primary link. If that link is in the assisting node or a DU, the status has to be provided explicitly over the NR UP. This cannot be only positive confirmation (delivery), as proposed in enhancement 3, because waiting for the indication may delay unnecessarily the duplication and limit the time budget at the 2nd link. Also information about failed delivery attempt must be provided.
[bookmark: OLE_LINK4]Proposal 5: The enhancement 3 is enabled, but including the option to provide information about failure of the transmission.
3	Conclusions
In this paper, we provide more details concerning the solution for more efficient DL duplication solution without UE impact. These details are backed up by new simulation results, too. We start from one observation:
Efficiency of selective duplication can be achieved only if the transmission of the duplicated PDU is decided on per-PDU basis and is done only in case of transmission failure through the primary leg. This means the transmission of the duplicated PDUs towards the UE must be postponed until the status of the first/earlier transmission is known.
This allows us to conclude as follow:
1) RAN3 to agree that the gains of more efficient DL PDCP duplication without impacting the UE are confirmed.
2) The enhancements for more efficient DL PDCP duplication without impacting the UE are based on solutions enabling the secondary leg to postpone the transmission of duplicated PDUs towards the UE until the status of the transmission via the primary leg is known.
3) The enhancement 2 (enabling the “hold” flag and a “go” command) is enabled as the most efficient solution for duplication control.
4) The enhancements 1 (the discard timer) is enabled together with the enhancement 2, so that small differences in treatment of PDUs from different URLLC QoS flows can be signalled.
5) The enhancement 3 is enabled, but including the option to provide information about failure of the transmission.
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Annex 1: Simulation results
In this section we present system level simulation results to confirm the gains, which can be achieved by the solution of selective duplication as proposed in this paper (i.e. enhancement #2). The simulations have been carried out in the 3GPP HetNet small cell scenario 2A [TR 36.872], using a “3GPP calibrated” system level simulator supporting a high degree of realism. The main simulation parameters can be found in Table 2, Annex 1 of [4]. 

Figure 1 shows the URLLC reliability increase and resource efficiency achieved by “Rel.16 selective duplication”. The model of the latter comprises a “hold on” flag to each PDU transmitted from the hosting node to the assisting node / DU, followed by an explicit “go” command to indicate the PDU shall be transmitted if the transmission of the PDU through the hosting node failed. It is noted that if no “go” command is sent, the PDU is discarded at the assisting node / DU. As baseline, we have considered the system level performance achieved with Release 15 URLLC when adopting Release 15 PDCP packet duplication (i.e. Rel.15 duplication, non-selective) and the case when no duplication is used (i.e. single connectivity).

It is observed that selective duplication achieves a significant improvement both in terms of reliability (around 70% less failed packet deliveries) as well as in terms of resource efficiency (around 60% less radio resources consumed) as compared to Rel.15 duplication. Indeed, selective duplication consumes approximately the same radio resources (around 1% increase) as the single connectivity case since at the operating BLER target (1%) only 1 packet over 100 on average will be selectively duplicated. These results confirm that enhancements to the radio resource efficiency of packet duplication should be introduced to better reap the gains and avoid wasting large amount of radio resources which can potentially outweigh the benefits of duplication.
[image: ]
[bookmark: _Ref525032423]Figure 1. Illustration of the URLLC reliability gain (left) and radio resource efficiency gain (right) achieved by selective duplication.
Annex 2: Efficiency analysis
The solution of timely processing a duplicated packet in the assisting node, only when the failure of the other copy transmitted over the hosting node is declared, leads to reduction of up to 99% of the duplicate transmissions on average. This is achieved under the assumption of 1% BLER, which may be considered a typical operating point for URLLC. Therefore, the solution results in a very large resource efficiency improvement of PDCP duplication.
To exploit such enhancement, the overall delay budget associated to a packet should allow for at least one HARQ retransmission and, therefore, it is applicable to the URLLC scenarios with 1 ms latency budget assuming that short TTI is employed. Specifically, this enhancement is feasible for UE processing capability 2 (URLLC), under the assumptions of 2-symbol slot scheduling and 30 kHz SCS (or higher).
The detailed latency analysis for the downlink case is presented in Table 1 [5]. As it can be seen, the downlink user plane latency with 1 retransmission is 0,893 ms under the assumptions defined above (marked in yellow).
Table 1 Downlink UP latency (source: [5])
	Step
	Description
	Value [ms]

	
	
	30 kHz
	60 kHz

	
	TTI duration (symbols)
	14
	7
	4
	2
	14
	7
	4
	2

	1
	BS TX processing delay
	0,098
	0,098
	0,098
	0,098
	0,098
	0,098
	0,098
	0,098

	2
	Frame alignment
	0,500
	0,250
	0,143
	0,071
	0,250
	0,125
	0,071
	0,036

	3
	TTI for data packet transmission
	0,500
	0,250
	0,143
	0,071
	0,250
	0,125
	0,071
	0,036

	4
	a) UE processing delay
	0,161
	0,161
	0,196
	0,196
	0,161
	0,161
	0,179
	0,179

	 
	b) Alignment to control opportunity
	0,018
	0,018
	0,018
	0,018
	0,000
	0,000
	0,000
	0,000

	 
	c) Transmission of the HARQ-ACK
	0,036
	0,036
	0,036
	0,036
	0,018
	0,018
	0,018
	0,018

	 
	d) BS processing delay
	0,196
	0,196
	0,196
	0,196
	0,196
	0,196
	0,196
	0,196

	 
	e) Frame alignment
	0,089
	0,018
	0,018
	0,018
	0,125
	0,000
	0,036
	0,000

	 
	f) TTI for data packet transmission
	0,500
	0,250
	0,143
	0,071
	0,250
	0,125
	0,071
	0,036

	5
	UE RX processing delay
	0,080
	0,080
	0,116
	0,116
	0,080
	0,080
	0,098
	0,098

	Total one-way user plane latency without retransmission (1+2+3+5)
	1,179
	0,679
	0,500
	0,357
	0,679
	0,429
	0,339
	0,268

	Total one-way user plane latency with 1 retransmission (1+2+3+4+5)
	2,179
	1,357
	1,107
	0,893
	1,429
	0,929
	0,839
	0,696



When applying the latency contributions according to the table above, we provide the latency analysis in Fig. 2 and Fig. 3. The figures illustrate how the URLLC latency budget of 1 ms is sufficient to accommodate for three transmission attempts per PDU: a first transmission and one HARQ retransmission from the hosting node plus one first transmission from the assisting node. It is also observed that the solution shown in Fig. 3 (i.e. solution #2) allows for a longer budget for processing at BS and transport delay (about 0,018 ms, i.e. half a symbol) as compared to solution #1 (Fig. 2), where such slightly longer budget could be needed to realize this solution in certain scenarios (e.g. in RAN split architecture). 
[image: ]
Figure 2 - Latency analysis for Solution#1 (i.e. the PDU is transferred to the assisting node along with “immediate scheduling indication” only if NACK is received at the hosting node).  Assumptions: 30 kHz SCS and 2-OFDM-symbol TTI (0,071 ms). 

[image: ]
Figure 3 - Latency analysis for Solution#2 (i.e. the PDU is transferred to the assisting node with an “hold on” time/flag; an immediate scheduling indication is then sent if NACK is received at the hosting node). Assumptions: 30 kHz SCS and 2-OFDM-symbol TTI (0,071 ms). 
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