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1 Introduction
According to the description of TR 38.874 clause 9.7.15, the following can be considered for recovery from backhaul failures:

-
Information can be provided to downstream IAB-nodes regarding backhaul failure including a list of nodes that cannot serve as parent nodes due to the backhaul failure.

-
Preparation of alternative backhaul links and routes in advance (i.e. before occurrence of RLF).

And in this contribution, we provide further discussion on IAB radio link failure and how to prepare alternative backhaul links in advance.
2 Discussion
As shown in figure 1, when backhaul failure happens between IAB node1 and IAB node4, it affects data transmission between IAB donor and node 4/node 6/node 8/UE2/UE4/UE5/UE6 etc., and also affect the transmission load of IAB node 1/node 2/node 7 etc. indirectly. 
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Figure 1. Example for a recovery after BH RLF in IAB network
In IAB network, there is no limit to the number of routing hop. IAB backhaul link failure between two IAB nodes affects the route of upstream and downstream nodes of backhaul link, and also on the routing topology of the whole IAB network. The more the failure links happen, the more substantially the network topology changes. The establishment of a new route increases system loading and service delay. So, backhaul link failure of IAB network degrades the availability and continuity of service, especially when there are many nodes/subscribers and multiple hops in the downstream of a link-failure IAB node.
Observation1 
Backhaul link failure of IAB network may affects network QoS and user experience substantially, especially when there are many nodes/subscribers and multiple hops in the downstream of a link-failure IAB node.

According to TR 38.874, the node does not notify the downstream node, until an IAB node detects the failure of IAB backhaul link with which it connected. Before the new route for backhaul link failure node is established, backhaul link failure may cause traffic delay, and even service interruption.
Due to the unlimited hopping number of IAB network and unstable transmission condition of mobile network, Backhaul link failure, and service degradation/interruption thereof, can be frequent. Especially for IAB network with many IAB nodes, service degradation and route re-establishment can be assumed to be commonplace.
Observation2 
According to TR 38.874, the node does not notify the downstream node until the IAB backhaul link fails, and service degradation due to backhaul link failure can be commonplace.
Based on the present consensus in TR 38.874, new mechanism should be adopted, with tradeoff between system overhead, and service robustness, to enhance route performance and service quality.
According to TR 38.874, preparation of alternative backhaul links and routes in advance can be considered. However, the preparation must base on the information gathered before backhaul line failure, so monitoring and measurement before backhaul link failure are a possible solution.

Proposal 1 Monitoring and measurement before backhaul link failure is a possible solution to preparation of alternative backhaul links and routes in advance.

As a viable solution to monitoring and measurement before backhaul link failure, each IAB node monitors the link quality information by surrounding signal measurement. For example, as shown in Figure 1, while communicating with IAB node 1, IAB node 4 simultaneously monitors the qualities of the links with its surrounding IAB nodes 2/3/6. Link quality monitoring and measurement can be periodic, on demand or event triggered. A threshold of link quality can be configured according to service requirement. When the quality of the on-going link between node 1 and node 4, is below the threshold, IAB node 4 may optionally attempt to establish a new route with another node 2, or, optionally maintain dual connections with node 4 and with node 2. This ensures QoS with combined RLF pre-processing mechanism and RLF post-processing mechanism.
Combining monitoring and measurement before backhaul link failure with post-failure mechanism ensures QoS and user experience of IAB network.
Proposal 2 Post-failure mechanism, combining monitoring and measurement before backhaul link failure, ensures QoS and user experience of IAB network.
3 Conclusion
In this paper, we discuss the issues and impacts related to IAB backhaul link failure, and have the following observation and proposals:
Observation1 
Backhaul link failure of IAB network may affects network QoS and user experience substantially, especially when there are many nodes/subscribers and multiple hops in the downstream of a link-failure IAB node.
Observation2 
According to TR 38.874, the node does not notify the downstream node until the IAB backhaul link fails, and service degradation due to backhaul link failure can be commonplace.
Proposal 3 Monitoring and measurement before backhaul link failure is a possible solution to preparation of alternative backhaul links and routes in advance.
Proposal 4 Post-failure mechanism, combining monitoring and measurement before backhaul link failure, ensures QoS and user experience of IAB network.
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