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1   Introduction
In the NTN scenarios, the movement of the different satellites may cause changes in the neighboring cells. This contribution further more elaborates on PCI confusion and on neighboring cells management in various scenarios.
2   Discussion
2.1   PCI confusion clarifications
When the gNB is on board, the PCI confusion is proposed to be solved via ISL link in suclause 8.5.3.4, 2nd point TP 38.821 [1] :
· In case it is difficult to assign unique PCIs within the groups, it may require to regularly verify whether the PCI allocation is still appropriate and re-plan PCIs otherwise. For NTN architecture with gNB-CU on ground, the Xn interface can help the gNB-CU to detect the PCI collision and the PCI confusion. For NTN architecture option with gNB on satellite, the Xn over ISL is needed for satellite gNB to detect the PCI collision and the PCU confusion.

An alternative to “XN over ISL” is possibly to use Xn over SRI to detect PCI collisions and PCI confusion. As shows in the following figure. But since the Xn over SRI delay between such satellites is long (only used in LEO scenarios, up to 42ms), it is recommended that only for some scenarios where the delay requirement is not high. For example, mobility management has high real-time requirement, the gNB can be considered as having no Xn interface. The creation and removal of the Xn interface can be based on ephemeris.
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We propose then to reflect the usage of Xn over SRI as follow:
· In case it is difficult to assign unique PCIs within the groups, it may require to regularly verify whether the PCI allocation is still appropriate and re-plan PCIs otherwise. For NTN architecture with gNB-CU on ground, the Xn interface can help the gNB-CU to detect the PCI collision and the PCI confusion. For NTN architecture option with gNB on satellite, the Xn over ISL or Xn over SRI (if ISL is not available) is needed for satellite gNB to detect the PCI collision and the PCI confusion. The setup and removal of the Xn interface can be based on ephemeris.
The same principle of re-using Xn over SRI, for the PCI conflict resolution also apply to subclause 8.5.3.2. (last sentence): 
A stationary UE on the ground will be covered by different cell identifiers in the same position, according to the satellite motion.  The moving satellite is likely to provide multiple cells, which will all move together; therefore, their respective neighbour relations will remain unchanged with respect to the satellite motion. However relative position between satellites may vary so that PCI confusion is possible. If the same frequency is used by the NTN and Terrestrial Network at a given location, then this may cause PCI confusion as well.
We suggest then to complete the change proposed below to reflect the subclause 8.5.3.2 by a note:
Note: The Xn over SRI may be useful for satellite-terrestrial gNB to detect the PCI collision and the PCI confusion when the same frequency is used by the NTN and terrestrial Network.
Proposal 1：Capture Xn over SRI between satellite gNBs for PCI confusion.
When comes to Xn over SRI, it could also be considered to be used in mobility. Change the table summary in chapter 8.7.7 because if Xn is not available over ISL it can be over ISR, as an example the red highlighted in the table is not correct. Xn can be supported via ISR.
	
	Arch. 1
	Arch. 2
	Arch. 3
	Arch. 4
	Arch. 5

	Xn mobility
	Supported, no standards impact
	Supported, no standards impact
	Not supported
	Supported if Xn exists
	Possible in theory, but performance seems questionable

	Mobility through the 5GC
	Supported, no standards impact
	Supported, no standards impact
	Supported, no standards impact
	Supported, no standards impact
	Supported, no standards impact


Table 8.7-2 Mobility support for the various architectures (partial table).
We propose then to reflect the usage of Xn over SRI as follow:
	
	Arch. 1
	Arch. 2
	Arch. 3
	Arch. 4
	Arch. 5

	Xn mobility
	Supported, no standards impact
	Supported, no standards impact
	Depends on Xn over SRI, no standards impact
	Supported if Xn exists
	Possible in theory, but performance seems questionable

	Mobility through the 5GC
	Supported, no standards impact
	Supported, no standards impact
	Supported, no standards impact
	Supported, no standards impact
	Supported, no standards impact


Table 8.7-2 Mobility support for the various architectures (partial table).

2.2   
Neighbor Cell Management
Since the satellites are moving with determined orbit, it is possible to configure the neighbor cell time relationship to the gNB through the ephemeris. Then a gNB can update its own neighbor cell list according to the time information. In this way, the probability of neighbor cell detection can be reduced, while the measurement range of the UE be reduced as well.
Proposal 2：Capture the description about neighbour cell management based on ephemeris.
3   Conclusion
In this contribution, we discussed some clarifications based on PCI confusion and Neighbour cell management. 

We kindly ask RAN3 to discuss and agree these proposals (TP in annex). 
Rev1: remove the extra TP and make minimal proposal ala R3-192269 to support Xn over SRI
4   Reference

[1]

TR 38.821, Solutions for NR to support non-terrestrial networks.

5   Annex: Text Proposal to TS 38.821

8.4.3
Applicability of Xn to NTNs

8.4.3.1
List of Current Xn Functions

Editor’s note: We will refer to the list of Xn-C and Xn-U functions currently defined in TS 38.420 [11], and we will analyse these for the cases of inter-satellite Xn and satellite-Earth Xn.

8.4.3.2
Inter-Satellite Xn

UE mobility management for inter-satellite Xn seems beneficial, of course under the assumption that both satellite-gNBs connect to the same AMF pool. Purely from an architecture point of view, NR-NR DC is not precluded (with one satellite acting as Master and the other as Secondary), although further analysis would be needed (e.g. on RRC aspects, out of RAN3 scope) before concluding that NR-NR DC is supported. Energy saving is also not precluded purely from an architecture point of view, although in this case there seems to be some benefit, with one satellite notifying another of cell activation/deactivation as part of e.g. constellation reconfiguration.

Xn-U functions are applicable to mobility and DC, so the same considerations apply.

From the above it descends that inter-satellite Xn seems beneficial, although further analysis may be needed to assess the feasibility of NR-NR DC in such a scenario.

From topology point of view, the Inter-Satellite Xn may be conveyed directly over ISL or via SRI.
8.4.3.3
On ground NTN-terrestrial Xn
This would support Xn-based UE mobility and NR-NR DC features between on ground NTN gNB and a terrestrial gNB, requires that both types of gNB connects to the same AMF pool.

Another feature is the support of Earth-satellite cell activation/deactivation notification over Xn. For example, a terrestrial gNB may notify a satellite covering the same area that it is switching off one or more of its cells, and the satellite may decide to “take over” the corresponding coverage area, and vice versa.

However the benefits of these features is FFS.

8.4.3.4
Transporting Xn over SRI
Transporting Xn over an Earth-satellite link between on board NTN gNB and terrestrial gNB has challenges, but it can be configured if the transport performance of SRI allows so.
For example, in a LEO scenario, when a satellite moves below the horizon, all its Xn interfaces to terrestrial gNBs will become unavailable, and this may trigger subsequent actions at application protocol and/or SCTP level in the relevant terrestrial gNBs. The opposite will happen when the satellite appears at the horizon: Xn setups may be triggered to some terrestrial gNBs. This creates a technical issue, as it will lead to CP signalling surges corresponding to changes in visibility of the LEO satellites.

Furthermore depending on the outage performance of the SRI, Xn may become unavailable for some periods of time. This may trigger interface re-establishment toward all corresponding terrestrial gNBs, generating CP signalling surges at every outage event. This would happen for all Xn interface terminated in the on board NTN -gNB impacted by the outage event.

Therefore the benefit of this configuration is FFS.
/******** Next Change *******/
8.5.3.3

Possible Implications on Neighbour Relationships

One aspect to further consider is what happens with respect to fixed (e.g. terrestrial) RAN nodes: in principle, the neighbour relation between two cells belonging to respectively a fixed RAN and a moving RAN or to two different moving RAN keeps changing reusing current mechanisms such as e.g. ANR between a fixed RAN and a moving RAN.
8.5.3.4

Possible PCI Conflicts

Moving cells can create PCI conflicts, namely PCI collisions (when two cells with the same PCI become direct neighbours) and PCI confusion (when two cells with same PCI become neighbours of one cell). The result of those PCI conflicts can be radio link failures (PCI collision) or handover failures (PCI confusion). Unfortunately, it is not always possible to detect that the root cause of those failures were a PCI problem, and not another mobility problem. PCI problems can be avoided by two principle methods

· If there are less cells than PCIs, then we can certainly assign unique PCIs. Similarly, if we can partition the cells into groups, where we can guarantee that groups are sufficiently spatially separated, we can partition the PCIs appropriately and assign unique PCIs within the groups.

· In case it is difficult to assign unique PCIs within the groups, it may require to regularly verify whether the PCI allocation is still appropriate and re-plan PCIs otherwise. For NTN architecture with gNB-CU on ground, the Xn interface can help the gNB-CU to detect the PCI collision and the PCI confusion. For NTN architecture option with gNB on satellite, the Xn over ISL or Xn over SRI, is needed for satellite gNB to detect the PCI collision and the PCI confusion. 
In some scenarios, the NTN cell may need to change PCI. For example, in case a gNB-CU change with gNB-DU on satellite, the NTN cell may have to change PCI in order to force a handover procedure, which is used to reconfigure the UE with new parameters generated by the new gNB-CU. In these scenarios, a NTN cell may need to be preconfigured with multiple PCIs, i.e. to be used with different gNB-CUs. Alternatively, the gNB-CU may reconfigure the new PCI.

Existing Xn interface and F1 interface can be reused for distributed PCI selection and PCI reconfiguration.
/******** Next Change *******/
5.1.1   8.7.7
Summary

Editors note: The details in the summary table is FFS. 
	
	Arch. 1
	Arch. 2
	Arch. 3
	Arch. 4
	Arch. 5

	Intra-gNB mobility (“monolithic” gNB)
	Supported, no standards impact
	Does not apply
	Supported, no standards impact
	Supported, no standards impact
	Supported, no standards impact

	Intra-DU mobility
	Does not apply
	Supported, no standards impact
	Does not apply
	Does not apply
	Does not apply

	Inter-DU mobility
	Does not apply
	Supported, no standards impact
	Does not apply
	Does not apply
	Does not apply

	Xn mobility
	Supported, no standards impact
	Supported, no standards impact
	Depends on Xn over SRI, no standards impact
	Supported if Xn exists
	Possible in theory, but performance seems questionable

	Mobility through the 5GC
	Supported, no standards impact
	Supported, no standards impact
	Supported, no standards impact
	Supported, no standards impact
	Supported, no standards impact


Table 8.7-2 Mobility support for the various architectures.
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