Page 4
Draft prETS 300 ???: Month YYYY
3GPP TSG-RAN WG3 Meeting #104	R3-193193
Reno, NV, USA, May 13th – 17th 2019
Agenda Item:	9.3.13
Source:	Ericsson
Title:		Summary of Offline Discussion on Making DBS Useful for Dual Connectivity
Document for:	Agreement
Introduction
At the RAN3#104 meeting, the issue of usefulness of Desired Buffer Size (DBS) in Dual Connectivity (DC) was discussed. 
CB: # 16_DBS_correction
-  clarify scenario; is Rel-15 correction needed?
Discussion
Proponent’s arguments
The discussion assumes a reader to have some background knowledge on the topic. Please refer to R3-192074, R3-192444, R3-191784 for problem statement, use case and practical relevance. This document is an attempt to further clarify the scenario.
It should be noted that the motivation for the below proposal is to ensure the DBS usefulness for DC scenarios. It is claimed by the proponents that the correction of TS 38.425 v15.5.0 is essential due to serious problems with the current version of the standard. 
In DC scenarios, the node hosting the PDCP entity (herein referred to as the CU) can decide how to split the amount of data to be sent between the two legs, based on e.g. transmission situation towards the UE. This decision is herein referred to as the ‘split decision’. The split decision needs to be adjusted in case of a change in transmission conditions in either of the legs. Ideally, the split would be done in a way that ensures that there will be no massive reordering of the data at the UE, where DDDS is one of the inputs for the split decision. 
The buffer dwell target time (BDTT) is the maximum amount of time any given packet is going to spend at the corresponding node (i.e. the DU). Moreover, each split decision has a corresponding target buffer dwell time. In other words, if the massive reordering problem is to be avoided, any given packet should spend less than the BDTT amount of time at the DU. If, for a given split decision, packets reside in the DU buffer longer than the BDTT, the reordering problem at the UE will occur.
In that sense, for a given split decision, the CU calculates the corresponding BDTT time and sends it to the DUs. The DUs, based on the traffic situation, and taking the BDTT into account, calculate their respective DBSs and send them to the CU.
In the above way, it is ensured that the DUs calculate the DBSs based on a common premise, which will enable the proper functioning of the DBS concept in DC. The CU may, even today, adjust the DBS values before sending the data to the DUs, but the performance is likely not good enough due to the lack of synchronism of BDTTs at the DUs.
It should be noted that the proposal does not imply that the DU will discard a packet that stays in its buffer longer than the BDTT.
Opponent’s arguments
The opponents of the proposed solution claim the following:
· The hosting node has perfect knowledge about the situation in the assisting node / DUs:
· It receives outage reports;
· It receives Desired Buffer Size (DBS) and Desired Data Rate (DDR). DBS / DDR = BDTT
· Once the hosting node detects overload in one of the legs, it may simply use the other leg to avoid severe reordering at the UE.
· The proponent refers to a situation where there is significant overload in one of the legs, which leads to delay in data transmission. This allows for the assumption that in the “normal” situation the BDTTs in both legs are balanced.
· [bookmark: _Hlk8965754]The opponents claim that an overloaded assisting node could reduce the DBS so that the dwell time remains stable (balanced).
· It was noted though that a mechanism to set the BDTT, either per the master node or per network may be helpful. This is however configuration matter (CP / OAM).
Conclusions
[bookmark: _GoBack]RAN3 acknowledges the benefits that the proposed solution brings but concludes that the issue needs further study. 
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